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GLOSSARY

Artificial  
intelligence

The ability of machines, usually computer systems, to perform task 
simulations that typically require high levels of human intelligence.  

Big data  The management of data sources that are of too high volume,  
velocity, variety, and value for traditional data-processing software 
and therefore require technologically advanced software. 

Black box A system that produces results without a clear process.

Digitalization The process of incorporating digital technologies and data into  
economies and societies. 

Digitization The conversion of analogue data and processes into  
a machine-readable format.

Digital  
economy 

Economic activities that use digital data and processes  
as key factors of production.

Fourth  
Industrial  
Revolution 

The transformation of the physical, digital, and physiological  
realms through technologies such as artificial intelligence (AI),  
robotics, blockchain and 3D printing.

Internet  
of Things

A networked ecosystem that connects data-driven applications 
and devices with the physical world. 

Machine  
learning

The process by which machines, typically computer systems,  
construct algorithms and statistical approaches from historical  
data and make predictions for future situations.
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EXECUTIVE SUMMARY

Southeast Asia has the opportunity to redefine inclusive 
development for the region by raising standards for data 
and ethical AI through multistakeholder approaches. If the 
current policy conversation does not evolve, the region risks 
ceding its voice to outsiders and reinforcing existing power 
structures that are unsuitable for the region’s long-term 
wellbeing.

We offer, for consideration, a policy playbook based on five principles: agency, care, 
equity, inclusion, and reliability. Our recommendations are driven by the realities of 
how people interact with technology; the understanding that context matters for these 
dynamics; and the belief that data-driven technologies should advance human dignity. 

This publication is the culmination of a year-long research project on two major, inter-
linked pieces of the technological puzzle — data and artificial intelligence (AI) — in five 
Southeast Asian countries: Indonesia, Malaysia, Singapore, Thailand, and Viet Nam. Of 
importance to us was the extent to which data has contributed to inclusive development 
and ethics relating to AI in all five countries.

While data and AI are examined separately and in detail in 10 country chapters (five on 
data, five on AI), there are connecting threads throughout the narratives that are also 
reinforced in our policy playbook.

At the outset, the project sought to answer three primary questions related to data and AI:

 � What are the policy frameworks in place for the use and regulation of data 
in the five countries of focus? What do they mean for the development and 
adoption of AI technologies?

 � What has been the impact of data on the governance and economies of 
the five countries? What has been the impact of AI adoption on economic 
growth and societal changes there?

 � What challenges and opportunities exist for the five countries to contribute 
more actively — even proactively — to international standard-setting, 
rule-making, and norms-development forums on data and ethical AI?

Seven findings emerged in the course of our research: 
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1. ON A MISSION WITH A VISION

All five countries recognize the promise and potential of digital technologies to advance 
economic growth, improve public administration, and empower individual citizens. 
Both the public and private sectors share an exuberance and earnestness to integrate 
digitalization as widely as possible across the economic, governance, and social spheres. 
This drive is evidenced by the numerous national policies, strategies, and plans either in 
place or being developed to incorporate digital technologies and data in economies and 
societies, as well as the many public-private partnership initiatives to build capacity and 
infrastructure.

These efforts are supported by a latticework of data-related legal and regulatory instru-
ments in various levels of development. Malaysia and Singapore have well-established 
data protection laws; Thailand’s came into effect on June 1, 2022; and Viet Nam’s and 
Indonesia’s draft legislation are being deliberated. Additionally, constitutional provi-
sions, other laws, and sectoral rules govern the use of data in each of these countries.

All five countries have also plotted their AI journey over the next decade or more in offi-
cial documents, although the trajectory for Malaysia and Thailand can be traced back to 
the 1990s. While the specific topic of ethics and AI is still nascent, with Singapore being 
the most forward-leaning of the pack, there is at least awareness across the region that 
the subject is an important one, even as countries grapple with its implementation at the 
national level.

2. ADOPTION AND ADAPTATION

Given variances in capacity and resources, countries have unsurprisingly implemented 
their policy and legal frameworks at different speeds and levels. In general, though, 
they have sought to keep pace with international technical and regulatory standards. 
The influence of the European Union’s (EU) General Data Protection Regulation (GDPR), 
in particular, is clearly reflected in informed debates on data protection legislation in 
all five countries. This is largely due to the expansive reach of the GDPR, itself, but it is 
also testament to how plugged in the Southeast Asian states are into the global (digital) 
economy, which is serviced by the constant hum of cross-border data flows. Even 
Indonesia and Viet Nam have narrowed their data localization requirements in response 
to trade and industry pressures as well as to meet treaty obligations, as is the case for 
Viet Nam with its ratification of the CPTPP.

With the introduction of the Global Cross-Border Privacy Rules Forum under the APEC 
Cross-Border Privacy Rules (CBPR), it remains to be seen how member countries like 
Singapore, as well as Indonesia and Malaysia — which have previously expressed interest 
in joining the APEC CBPR — can facilitate interoperable approaches to data protection 
alongside other regional and international frameworks on data flows.
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There is also an interest in how data regimes elsewhere, such as in India and China, will 
continue evolving and whether Southeast Asian states can adapt the patchwork of avail-
able frameworks in these different jurisdictions to suit local — perhaps even regional — 
needs and interests. Similarly, during stakeholder consultations, informants raised the 
possibility of closer coordination on the subject of AI ethics with neighboring states in 
the Association of Southeast Asian Nations (ASEAN) region, moving forward. This aligns 
with a growing desire in the region to assert strategic autonomy and explore alterna-
tive approaches, while remaining engaged with the operating economic, political, and 
security architecture.

3. SOCIO-TECHNICAL APPROACH

Worldwide, there is a growing imperative to advance a holistic approach to AI that con-
siders the computational, human, and systemic factors permeating its development, 
testing, deployment, and scaling. In Southeast Asia, there are gradual attempts to link 
compartmentalized conversations between technocrats and the larger public to cultivate 
deeper trust and confidence on data-driven technologies. This socio-technical approach 
helps reorient the focus on digitalization at the community level, and bridge local and 
global knowledge on technology. In practical terms, community-driven dialogues prompt 
engineers and developers to consider the real-world effects of their codes and algorithmic 
models. These exchanges also empower local communities with agency and ownership of 
data-driven or AI-enabled solutions, from their development through evaluation stages.

4. MISSING PERSPECTIVES

Despite the nominally comprehensive national policy frameworks on both data and AI in 
the five countries, there remain significant gaps in substance and approach.

One significant gap relates to the framing of national discussions on data and ethical AI. 
The approach has been decidedly conventional; borrowing concepts, structures, and terms 
from abroad and localizing them where relevant. While convenient, especially given the 
pace of changes in data governance and AI uses worldwide, it fundamentally reduces 
Southeast Asian countries to derivatives of developments elsewhere despite divergent 
demographics, histories, and social realities. Importing — copying and pasting — con-
cepts and phrases such as “privacy,” “personal,” “explainability,” and “transparency” into 
the local milieu does not always translate well or at all, notionally or linguistically. For 
example, concepts like privacy in close-knit communities can sometimes only be trans-
lated into awkward approximations because the individualistic interpretation of the 
word can seem alien.

Relatedly, although digital inclusion campaigns attempt to take into account women, 
children, the elderly, and even the differently abled (albeit inadequately), they often dis-
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count indigenous and other marginalized communities along with their distinct per-
spectives of relating to the world. These campaigns also overlook or dismiss their level of 
willingness to even participate in a data-driven landscape in the first place. There is little 
to no discussion of this apart from within civil society networks.

5. BACK TO BASICS

Because discussions on digitalization have been so skewed toward the economic and 
development agenda, the goal to establish a prosperous, digital society seems uncon-
tested, especially if there are apparent guardrails in place like data protection, AI ethics, 
and the UN’s sustainable development goals (SDGs). However, without closer scrutiny 
of these safeguards, there arises the risk of a false sense of security or morality. There is 
little public debate about whose ethics are even being considered for application, whether 
conceptions of community data should be considered alongside individual data, or what 
impact assessments are being required to adhere to SDGs.

Government and non-government stakeholders will need to ask some fundamental 
questions related to the existing frameworks of data and AI ethics: What is the ultimate 
purpose that data-driven technologies serve? If, on the one hand, data-driven technol-
ogies are meant to be purely functional, do prevailing frameworks suffice? If, on the 
other hand, technology is meant to restore and empower human dignity, then do current 
frameworks support this objective? If not, what more needs to be done?

These questions may border on the abstract and philosophical but they form a critical 
basis upon which to develop an ethical framework for data and AI that goes beyond just 
augmenting the digital economy. An inclusive take on data and an ethical framing of AI 
can only resonate meaningfully if it is understood, and invested in, by the society it is 
meant to serve.

6. EXPAND MULTISTAKEHOLDERISM

Contributing a distinctly national or regional approach to inclusive data and ethical 
AI that accords with prevailing international standards presupposes the possession of 
a self-assured national or regional identity in the first place. Establishing that approach 
requires an awareness and embrace of contextual values, principles, even traditions.

In practical terms, it should widen multistakeholder participation beyond the “usual sus-
pects” of policymakers, industry players, engineers, scientists, and lawyers. A rounded 
approach should also draw historians, linguists, social scientists, and creative artists, 
among others, to the table. Understanding the impact of technology on a nation 
throughout history is pertinent in light of warnings of data colonialism and surveillance 
capitalism. Learning the etymology of words can help translate a term like “algorithmic 
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justice” for effective resonance in local languages, dialects, and colloquialism.

7. INTER-REGIONAL OBSERVATIONS

Finally, exchanging lessons on innovative uses of data rooted in cultural practices with 
other developing regions and communities in Africa and Latin America can help enrich 
Southeast Asia’s own framing of unfolding conversations on data and ethical AI. For 
example, embedding data as patterns in traditional fabrics to communicate a message 
against gender-based violence has been trialed in Tanzania.

Democratizing the responsible use of data, ensuring that data represents some of the 
most marginalized members of society, and enabling open data to reach millions who 
live without easy access to mobile internet can contribute to the ultimate objective of 
digital technologies: augmenting human dignity.

This publication is a snapshot in time of developments and trends in five specific coun-
tries but with longer-term implications for the governance of technology in the region. 
It also calls into question Southeast Asia’s role in shaping the rules of the road at the 
international level as the region positions itself to be a thriving, networked hub for 
a digitalized future.
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HOW TO READ  
THIS PUBLICATION

This publication is a compilation of two subject-matter 
reports on data and artificial intelligence (AI), respectively. 
Each report canvasses the landscape in five Southeast 
Asian countries: Indonesia, Malaysia, Singapore, 
Thailand, and Viet Nam.

While each country chapter can be read on its own, “Setting the context” provides a useful 
overview to understand the rationale for this project and resulting publication. We rec-
ommend starting here if you’ve progressed beyond the executive summary.

The first half of this publication centers on the treatment of data, while the second half 
focuses on AI. Whether you are interested in an overview of the data landscape or AI 
ethics in any or all of the five profiled countries, every chapter:

 � Canvasses relevant policy and legal frameworks in development or in place;

 � Traces the usage and impact of data and AI on government and society; and

 � Assesses the challenges and prospects of data governance and ethical AI.

There are obvious synergistic ties between data and AI — data feeds and trains AI making 
it easier, in turn, for AI to detect and analyze patterns from massive troves of data. This 
connection is made in the country narratives throughout. But the ethical considerations 
of the data/AI convergence are outlined as recommendations in our policy playbook, 
which you’ll find right in the middle of this publication, bridging the two linked areas 
conceptually, visibly, and tangibly if you have a printed copy in hand.

This publication is an invitation to a conversation. We hope you’ll enjoy exploring and 
welcome your feedback.
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INTRODUCTION:  
SETTING THE CONTEXT

Data is foundational to the expansion of knowledge, 
industry, and international ties. In the digital age, 
a data-driven economy and data-driven policies can 
contribute to greater prosperity; more responsive 
governance; and an informed, robust society.

The World Bank estimates that over the past 15 years, the digital economy — powered by 
e-commerce platforms and cross-border data flows — grew two-and-a-half times faster 
than global gross domestic product (GDP). Today, countries are training their sights 
on a Fourth Industrial Revolution that will merge the physical, digital, and biological 
worlds through technologies such as artificial intelligence (AI) and processes such as big 
data analytics.

But data is also an instrument of power, influence, and dominance. In the past, 
data collection in colonial outposts such as in Southeast Asia formed the basis for 
empire-building and expansion. Census surveys, sociological observations, and cartog-
raphy exercises by colonial administrators and merchants alike framed the identities of 
native communities through stereotypical lenses which, when asserted and reasserted 
as truth, lay the justification for conquest. The digital parallels of some of these practices 
as they are playing out in today’s world are stark: geo-tagging, biometric surveillance, 
algorithmic black boxes, as well as the abstraction, extraction, and commercialization of 
personal data.

While there is awareness of these risks in Southeast Asia, countries’ data-driven poli-
cies, along with their corresponding legal and regulatory frameworks, are heavily driven 
by a digital transformation agenda mirroring the priorities outlined above: to grow the 
economy, improve public service, and enhance the quality of life for citizens.

This motivation is evident at the national level, as the country chapters in this publication 
elaborate, but also collectively at the regional level within the Association of Southeast 
Asian Nations (ASEAN) as blueprints such as the Masterplan on ASEAN Connectivity and 
the ASEAN Digital Masterplan demonstrate. Additionally, countries commit to ensuring 
a viable regulatory ecosystem for the digital economy through their participation in bilat-
eral or regional economic arrangements like the Digital Economy Partnership Agreement 
(DEPA), the Regional Comprehensive Economic Partnership (RCEP), and the Compre-
hensive and Progressive Agreement for Trans-Pacific Partnership (CPTPP). 

https://www.worldbank.org/en/topic/digitaldevelopment/overview#1
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RETHINKING THE DIGITAL ECONOMY

The consideration of data and its life cycle, from creation to destruction, as well as all 
the policies that support it, are therefore packaged almost entirely in terms of the digital 
economy. Even when social well-being is accounted for in discussions on data protection 
and ethical AI, economic advancement remains the underlying premise and overarching 
goal. This results in a few blind spots.

WHY OPTIMIZE?

First, the amassing of data coupled with trained, automated, intelligent processes to make 
sense of all that data is treated as an inevitability to be welcomed so long as ethical and 
regulatory safeguards are in place. Keywords such as bias, transparency, accountability, 
explainability, and responsible AI reflect this utilitarian approach to data-driven technol-
ogies. But to what end? This is the central question absent in many national discussions.

Official documents touch on this by acknowledging the challenges of access and rep-
resentation among unserved or underserved communities that have little-to-no inter-
net connectivity and that are therefore unable to fully participate in the digital economy. 
However, advancing the digital economy and improving public administration are simply 
a means to an end. The ultimate objective of utilizing data-driven technologies should 
be the florescence rather than the exploitation of dignity, at the individual level, and 
the restoration of social justice rather than the exacerbation of existing inequities, at the 
community level.

For refugees, migrants, or differently-abled communities, this could simply mean 
using data-driven technologies for education that might otherwise not be available. For 
minority communities, it could mean weighing community- against individual-based 
approaches to privacy, since consent is impossible to obtain for big data processing. 
Paradoxically, for indigenous communities, it could mean relying on data-driven tech-
nologies to protect a traditional way of life with minimal dependence on digital data.

For many nations, recentering the focus of data collection and algorithmic application to 
dignity rather than optimization will require confronting uncomfortable realities in society 

in order to correct them through technology. These 
include bias, at best, and bigotry, at worst, with 
various gradients of discrimination, racism, and 
xenophobia in between.

Another way to think about the function of data-
driven technologies is for it to enable rather than 
reduce human agency in the transition towards 
digitalization. For example, while public services 

For many nations, recentering 
the focus of data collection and 

algorithmic application to dignity 
rather than optimization will 

require confronting uncomfortable 
realities in society in order to 

correct them through technology
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may work better on desktop, optimizing them for mobile devices would not only improve 
user experience but also allow many more to access government facilities online more 
quickly, frequently, and affordably on their phones (assuming internet access).1

PEACE AND SECURITY

Second, the shared public-private sector focus on the digital economy and public services 
delivery in data-driven technologies has resulted in very little public exchange about the 
application of data and ethical AI in other areas, notably peace and security. For example, 
although the management and protection of personal data during peacekeeping oper-
ations bears particular import for personnel-contributing countries like Indonesia, 
Malaysia, Thailand, and Viet Nam, there is no specific discussion of it in any of the official 
documents we surveyed. And while national security and defense apparatuses are urged 
to incorporate AI into law enforcement and military activities, there are few publicly 
available guidance documents on how it should be done ethically.

More encouragingly, however, even though none of the five countries analyzed is party 
to the Convention on Certain Conventional Weapons (Viet Nam is a signatory), all have 
either participated as an observer to UN meetings on lethal autonomous weapons 
systems, delivered a position statement on the matter, or associated themselves with 
statements by ASEAN and/or the Non-Aligned Movement. Still, these discussions have 
not widely permeated domestic policy deliberations, despite countries’ purchase or 
development of their own unmanned systems for aerial, ground, and maritime defense.

REFRAMING PERSPECTIVES

Third, the conventional framing of data and technologies like AI that Southeast Asian 
countries have adopted also means that the analytical structures to understand and 
govern them have been borrowed or imported 
from elsewhere and adapted for domestic applica-
tion. This is not necessarily a bad thing. However, 
it would be better if states contributed standards 
rooted in their respective developmental, socio-po-
litical, and ethical perspectives.

Southeast Asia is a significant market in the digital 
landscape. The region was the “most hooked” to 
the internet in 2020, with the number of new users reaching almost 10 percent. Glob-
ally, it ranks third behind China and South Asia in total number of internet users. 
Southeast Asian consumers are also becoming “mobile-first,” with 887 million mobile 
connections. This means that 132 percent of the region’s total population are wired to 
digital technologies.2

Southeast Asia is a significant 
market in the digital landscape. 
The region was the “most hooked” 
to the internet in 2020, 
with the number of new users 
reaching almost 10 percent

https://wearesocial.com/sg/blog/2021/03/southeast-asia-digital-life-intensified/
https://wearesocial.com/sg/blog/2021/03/southeast-asia-digital-life-intensified/
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SETTING SOUTHEAST ASIAN STANDARDS

As our country chapters explain, neither Southeast Asian governments nor industry 
players — tech unicorns, notwithstanding — are yet adequately, let alone proportion-
ately, represented in international normative or standards-setting bodies. This is due, 
in large part, to a lack of expertise and resources, compounded by competing priorities 
in government. However, so long as the region remains a marketplace and a rule-follower 
rather than a rule-shaper or even rule-maker, the data-driven technologies it will rely on 
and the governance frameworks underpinning those will not be its own. For instance, the 
International Organization for Standardization (ISO) has not elected a principal officer 
from Southeast Asia since Singapore’s Liew Mun Leong served as president in 1997–1998.3

A 2020 report by the Global Partnership on AI and the Future Society mapped 214 initia-
tives related to AI ethics, governance, and social good in 38 countries and regions. Of that 
figure, 58 percent originated from Europe and North America.4 This discrepancy is rep-
licated in snapshots of market capture in other areas. Worldwide and in Southeast Asia, 
US tech companies have a commanding lead in search engines, social media platforms, 
cloud-hosting services, data centers, operating systems, and submarine cables. Chinese 
companies — relatively new entrants to the digital tech scene — trail behind, increas-
ingly carving a niche in e-commerce and mobile payments.

This concentration of power and influence in the hands of very few players is already 
shaping the contours of increasingly data-centric reality for Southeast Asia. Without 
regional nations framing their own contextually-relevant normative or technical stand-
ards on data and AI, there is a risk that data-driven technologies designed and applied 
abroad could be ill-suited for local application, given the distinct social composition of 
each of these countries. Even domestically produced platforms and systems modeled after 
existing ones developed and trained elsewhere could result in unintended consequences.

Additionally, if US-China technological decoupling intensifies, the costs of adapting to 
technical and other standards concluded without national or regional input could be 
much higher for smaller Southeast Asian states compelled to choose between different 
governance models. With data transmitting internationally through space (satellite navi-
gation systems), cyberspace (networks, hardware, and software applications), and under 
the sea (submarine cables), and with Western and Chinese firms dominating all these 
domains, Southeast Asian countries could inadvertently find themselves further entan-
gled in great power competition on multiple fronts.

For all these reasons, Southeast Asia — beginning with the five countries surveyed in this 
project — should broaden its outlook on data and related technologies such as AI beyond 
the digital economy. Governance is, after all, more than prospering the populace.

https://www.iso.org/principal-officers.html
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
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The region’s determination of its digital future begins with a recognition that it should 
proactively shape that path in its own image, in equal partnership with willing partner 
governments abroad as well as with industry players at home and elsewhere. The next 
few decades of Southeast Asia’s data-driven environment should incorporate a long, 
holistic, and clear-eyed deliberation of technology. It should also draw multidisciplinary 
ideas from Jakarta to Johannesburg, Kuala Lumpur to Kisumu, Singapore to São Paulo, 
Bangkok to Bengaluru, and Ho Chi Minh City to Hong Kong.

By first taking a step back to assess the data-driven landscape in Southeast Asia and then 
by raising questions about what is missing from mainstream discourse, we offer some 
principled and concrete suggestions for the way ahead in our policy playbook. We hope to 
prompt reflection on how Southeast Asia can raise the standard(s) for data and ethical AI, 
and in the process, redefine inclusive development for the region.





SECTION 1

DATA
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INDONESIA

1. BACKGROUND

In January 2020, President Joko Widodo submitted Indonesia’s Personal Data Protection 
bill (“Rancangan Undang-Undang Perlindungan Data Pribadi” or PDP) to the country’s 
House of Representatives for deliberation. The bill, strongly modeled on the European 
Union’s General Data Protection Regulation (GDPR), would be the country’s first com-
prehensive law on privacy and personal data, if passed. It would also, according to the 
Ministry of Communications and Informatics (KEMENKOMINFO), guarantee “national 
security and sovereignty.”5

The rationale for the PDP bill seems intuitive, given the scattered nature of Indonesia’s 
data protection and privacy landscape at present. Experts contend that the basis for 
the protection of personal data and privacy lies in the country’s foundational document 
itself. While the word “privacy” may not be explicitly mentioned in the country’s consti-
tution (“Undang-undang Dasar Negara Republik Indonesia 1945” or UUD 1945), Article 
28(G) guarantees every individual the right to the protection of their person, family, 
respect, dignity, and property.6

At least 30 other regulations, including sector-specific ones in telecommunications, 
finance, and banking, as well as health, provide for similar guarantees of privacy and data 
protection. The most frequently cited regulations concerning the use of electronic data 
are Law No. 11 of 2008 on Electronic Information and Transactions (EIT Law), amended 
by Law No. 19 of 2016; Government Regulation No. 71 of 2019 on the Implementation 
of Electronic Systems and Transactions (GR 71); and Minister of Communications and 
Informatics Regulation No. 20 of 2016 on Personal Data Protection in Electronic Systems 
(Reg. 20). However, scholars argue that these only offer minimal protection.7

As with its regional neighbors, Indonesia’s efforts at consolidating its data protection 
and privacy landscape are driven by the impetus to leverage the international digital 
economy. KEMENKOMINFO’s 2020 annual report references personal data as a “high 
value asset/commodity in the era of big data and digital economy,” and laments the 
“many cases of leakage and misuse of personal data, especially in the Digital Financial 
Technology sector,” that point to the need for a PDP law.8 Indonesia’s presidency of the 
G20 in 2022 and identification of digital transformation as a key pillar of its agenda only 
underscores the urgency of the bill’s passage at the domestic level.

However, what sets Indonesia apart from its neighbors is the imperative of human rights 
as an additional and equal basis for instituting a comprehensive set of laws to protect 
personal data and privacy in the country. The same annual report by KEMENKOMINFO 
explicitly affirms personal data as “part of the human rights that has been mandated by 

https://web.kominfo.go.id/sites/default/files/%255BFINAL%255D%2520Annual%2520Report%2520KOMINFO%25202021_24,8x17,8cm_EngVers_120821.pdf
https://www.dpr.go.id/jdih/uu1945
https://www.dpr.go.id/jdih/uu1945
https://carnegieendowment.org/2021/10/19/privacy-vs.-democracy-in-digital-age-indonesia-s-challenge-pub-85517
https://web.kominfo.go.id/sites/default/files/%255BFINAL%255D%2520Annual%2520Report%2520KOMINFO%25202021_24,8x17,8cm_EngVers_120821.pdf
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the state through the 1945 Constitution.”9 Commentators also point to Indonesia’s inter-
national and regional human rights obligations under the International Covenant on 
Civil and Political Rights, which Indonesia ratified in 2005, and the Association of South-
east Asian Nations (ASEAN) Human Rights Declaration, as compelling Jakarta to protect 
personal and privacy rights.10

Despite these pressures to advance the PDP bill and its prioritization for enactment 
within the National Legislation Program (“Program Legislasi Nasional”) in 2020 and 
2021, it remains with the House of Representatives for further consideration, as of the 
time of writing.11

2. USAGE AND IMPACT

There is keen recognition that data will be the engine of a vibrant and inclusive digital 
economy for Indonesia. Data is also being used to institute more efficient public services 
at the federal and local levels, covering provinces, regions, and cities. That potential, 
however, remains vastly untapped due to structural challenges such as the country’s 
sheer geographic spread and topography, as well as a lack of awareness and trust among 
the public about safeguarding data.

Data for the digital economy

The combination of Indonesia’s market size and youthful demographics offers tremen-
dous growth prospects for the country’s digital economy. With over half of Indonesia’s 
nearly 300 million population on the inter-
net and the bulk of Indonesians aged between 
18 and 39 years old, according to the 2020 census 
survey, little wonder that the country’s Internet 
economy  — powered by e-commerce — nearly 
doubled between 2019 and 2020.12

Yet uneven digitization across the country remains 
a barrier to greater digital economic growth. As in other regional countries, MSMEs 
form the backbone of Indonesia’s economy. They contribute about 60 percent of GDP 
and provide employment for about 97 percent of the nation’s 117 million workers. Of that 
97 percent, women comprise 64.5 percent. However, only 13 percent of MSMEs adopt the 
Internet for marketing and delivering their products and services.13

Moreover, approximately 60 to 70 percent of Indonesians living in the eastern region of 
the country are inadequately connected due to infrastructural issues. Even those living 
in the three most populous islands of Sumatra, Java, and Bali face significant Internet 
access difficulties if they reside in non-metropolitan or rural areas. Indonesians with ter-

The combination of Indonesia’s 
market size and youthful 
demographics offers tremendous 
growth prospects for the 
country’s digital economy

https://www.dpr.go.id/prolegnas/rekam-jejak/id/353
https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=ID
https://blogs.worldbank.org/eastasiapacific/how-bridge-gap-indonesias-inequality-internet-access
https://www.eria.org/uploads/media/discussion-papers/FY21/Digital-Technology-Adoption-and-Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-Pandemic.pdf
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tiary education are five times more likely to connect than those without, and those from 
low-income families are three times less likely to have Internet access compared to those 
from prosperous families.14

These structural challenges notwithstanding, e-commerce in particular has offered 
income diversification opportunities for women and youth.15 In a survey of over 
2,000  respondents examining the impact of COVID-19 on women-owned micro- and 
small businesses in Indonesia by United Nations Women and Pulse Lab Jakarta, slightly 
over half (54 percent) of women-owned microbusinesses were found to use the Internet 
to sell products compared to 39 percent of those owned by men. Similarly, 68 percent of 
small businesses owned by women were online compared to 52 percent owned by men.16 

The lack of a consolidated PDP law, however, means that the protection and privacy of 
personal data is observed unevenly even as the popularity of e-commerce rises. A 2018 
study by the Institute for Policy Research and Advocacy of 10 information and com-
munications technology-based enterprises in Indonesia found discrepancies between 
their privacy policy and terms of service, on the one hand, and the principles of per-
sonal data protection, on the other. Whereas some foreign companies had already begun 
incorporating GDPR provisions into their terms of business, a number of local enter-
prises had not yet done the same because there was no legal obligation to do so. A low 
level of understanding of the concept of privacy and consumer data protection was also 
a contributing factor.17

Additionally, a lack of trust in online transactions and payments, compounded by numer-
ous high-profile data breaches, including of the popular e-commerce site Tokopedia in 
2020, have only worsened apprehensions about the safety, security, and privacy of online 
transactions. Provisions in the PDP bill are meant to allay some of these concerns by 
tightening breach notifications. Individuals would also be granted more rights, such as 
those to revoke consent, to demand that personal data be deleted, and to object to auto-
mated decision-making.

Although Indonesia has often been cited as favoring data localization over freer flows 
of data, under GR71, the mandate for local storage of electronic systems and data only 
applies to “public electronic system operators,” which essentially refers to state admin-
istrative agencies. Private electronic system operators are allowed to manage, process, 
or store such systems and data abroad, provided there is coordination with KEMEN-
KOMINFO. This requirement is echoed in Reg. 20, which obliges notification by the 
operator prior to transfer, as well as a report post-transfer.18 These regulations mark 
a  relaxation of an earlier directive for electronic system operators providing public 
services to locate a data center in Indonesia for the purpose of enforcing protection and 
national sovereignty over the data of its citizens.19

https://law.ugm.ac.id/wp-content/uploads/sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi-di-Indonesia-Wahyudi-Djafar.pdf
https://law.ugm.ac.id/wp-content/uploads/sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi-di-Indonesia-Wahyudi-Djafar.pdf
https://peraturan.bpk.go.id/Home/Details/122030/pp-no-71-tahun-2019
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Under the PDP bill, data transfers abroad would be subject to four conditions: an equiv-
alent or higher level of protection in the destination country; where international agree-
ments apply; with the availability of a contract between parties offering appropriate 
safeguards; and where the data subject has consented to the transfer.20

Given the importance of data to the global digital economy, Indonesia’s G20 presidency 
in 2022, and Jakarta’s own thematic push within the G20 for inclusive economic devel-
opment, KEMENKOMINFO anticipated there would be discussions about cross-border 
data flows within the G20’s Digital Economy Working Group. In these working group 
meetings, deliberations on the future of interoperability of data practices across coun-
tries revolved around the definition of trust and four general principles: transparency, 
legitimacy, fairness, and reciprocity. Unsurprisingly, differing perspectives on data 
policy emerged, with some countries either not yet having formulated policies consistent 
with the free flow of data or deciding to “maintain their preferred domestic policy frame-
work” for other reasons.21

Data for public policy

Indonesia has long recognized open data as a critical aspect of more accessible, respon-
sive, and accountable governance. The country is, in fact, a founding member of the Open 
Government Partnership, and in its 2013/2014 chairmanship of the platform focused 
domestic and international attention on its open data policies and practices.22 

In 2014, Indonesia launched its national open data portal, which now contains over 
90,000 datasets on areas of governance, ranging from the economy and industry to culture 
and religion.23 The uptake, use, and impact of the portal initially fell short due to limita-
tions in the availability and quality of data. A report from the Executive Office of the Pres-
ident revealed a lack of standard data management practices across government agencies 
and, consequently, little collaboration or coordination among them in sharing data.24

In 2019, Presidential Regulation No. 39 was issued to introduce the One Data policy for 
the production of accurate, up-to-date, integrated, and easily accessible data to be shared 
among central and regional agencies. This was to be done through compliance with data 
and metadata standards, including classification and adherence to data interoperability, 
among others.25 The One Data policy would complement Presidential Regulation No. 95 
on e-government released a year earlier.26 Several provincial and municipal governments 
such as in Bojonegoro and West Java also launched their own open data portals.

There is, therefore, a recognition of the importance of data by government. But as even 
KEMENKOMINFO has conceded, there remains a lack of appreciation about the integra-
tion and interoperability of data and electronic systems needed for more efficient govern-
ance. This will be discussed below. What Jakarta is certain about, however, is that a growth 
in e-government services and volume of data will require specific cloud infrastructure in 
the form of a national data center to be maintained by the government itself. There are 

https://en.antaranews.com/news/227377/indonesia-pushing-g20-discussions-on-cross-country-data-flows
https://satudata.go.id/home
https://peraturan.bpk.go.id/Home/Details/108813/perpres-no-39-tahun-2019
https://peraturan.bpk.go.id/Home/Details/96913/perpres-no-95-tahun-2018
https://theindonesia.suara.com/news/2021/12/31/111721/government-to-build-national-data-center-in-2022#:~:text=TheIndonesia.id%2520%252D%2520The%2520Ministry%2520of,the%2520first%2520PDN%2520in%2520Bekasi.
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plans to build the first such center in Bekasi, West Java, with a groundbreaking target 
set for 2022 and operations to begin in 2023. Additional national data centers have also 
been outlined for the new capital city in East Kalimantan, Batam in the Riau islands, and 
Labuan Bajo in East Nusa Tenggara.27

The possibilities of harnessing big data for more robust, transparent, and accountable 
governance are already evident in examples such as the National Citizen Feedback Dash-
board. Working together with the central government, Pulse Lab Jakarta scaled up an 
earlier provincial feedback system to the national level. Using short messaging service 
(SMS) and Twitter, the team developed a dashboard to collect, process, analyze, and vis-
ualize citizen feedback on a range of topics from the bureaucracy to social welfare. The 
presidential staff office welcomed the feedback as complementary to reports from line 
ministries, and useful for short- and medium-term policy planning and monitoring.28

CASE STUDY
UTILIZING CITIZEN FEEDBACK DATA TO ENHANCE LOCAL GOVERNMENT 
DECISION-MAKING AND POLICYMAKING

Pulse Lab Jakarta, a joint data innovation facility of the United Nations 
(Global Pulse) and the Government of Indonesia, conducted advanced 
data analysis on citizen feedback from official channels and on social media 
in order to generate insights which could contribute to local government 
decision-making and policymaking. The citizen feedback systems they drew 
data from include LAPOR!, the national feedback system in Indonesia through 
which citizens could lodge a complaint via short messaging system (SMS), 
the Internet, and other provincial-level systems. Feedback from Twitter was also 
collected and analyzed, after refining and removing spam and irrelevant tweets.

Analysis on the datasets allowed for local policymakers to understand 
the shifts in priorities and concerns of citizens over time. Between June and 
July of 2013, there was a spike in concerns regarding the unequal distribution 
of a social protection program. Geographical information was collected and 
analyzed, allowing the lab to pinpoint the province in which these concerns 
were being raised. Nusa Tenggara Barat province, one of Indonesia’s poorest 
regions, was identified by the analysts, and the data relayed was able to 
facilitate local authorities in planning an appropriate response. On top of 
aiding in policymaking, Pulse Lab Jakarta encouraged local governments 
to publish their citizen feedback analysis on public dashboards in order 
to enhance transparency and help constituents understand how their 
feedback is processed.

https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
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3. CHALLENGES AND PROSPECTS

In May 2020, a hacker leaked the details of 15 million users of Tokopedia, before selling 
the site’s entire user database (said to number about 90 million accounts) on the dark 
web.29 In May 2021, the Healthcare and Social Security Agency suffered a data breach in 
which the personal information of 279 million Indonesians was allegedly offered for sale 
on an online forum. The data included identity card numbers, names, email and home 
addresses, and even salaries.30 In August 2021, the Ministry of Health’s electronic health 
alert card (eHAC) program exposed the data of more than one million people and that of 
226 hospitals and clinics in Indonesia as a result of 
inadequate data privacy protocols. Since the eHAC 
application was used to test and trace entrants 
into Indonesia, data such as traveler identity, test 
type and result, passengers’ doctors, and hospital 
details were left on an open server.31

These three major data compromises in the space 
of just over a year jeopardized millions of personal 
records and underscore the urgency of a compre-
hensive law on data protection and privacy in Indo-
nesia. Experts have urged for enforcement of the 
bill to be strengthened by an independent data pro-
tection authority. However, as informants also note, 
there is a need for greater awareness in at least three 
other areas: the importance of data protection and privacy, the complexities of inclusion 
in a country as geographically spread out and ethnically diverse as Indonesia, as well as 
the growth of the country’s data landscape in as sustainable a manner as possible.

Independent oversight in the PDP bill

Indonesia’s draft PDP has numerous features that make it among the strongest data protec-
tion and privacy laws in Asia. A key piece missing from the bill, however, is the matter of 
an independent data protection authority (DPA). Although earlier versions of the bill included 
a DPA, the latest draft places enforcement powers in the hands of the minister of communi-
cations and informatics. The desire to have a leaner administration, rather than multiple 
agencies that would drive up costs, is said to be a primary reason for this approach.32 The 
preference for authority to reside with the minister also accords with the status quo of 
Indonesia’s enforcement of data-related laws. However, this practice is said to have been 
a “conspicuous failure,” with only warnings issued in the past and to no deterrent effect.

With only 10 of 143 countries (as of 2020) having data privacy laws that omit a separate 
DPA, specialists argue that even a strong data protection regime means little without 
the existence of an independent authority to oversee and enforce the law separate from 
the executive.33

There is a need for greater 
awareness in at least three 
other areas: the importance 
of data protection and privacy, 
the complexities of inclusion 
in a country as geographically 
spread out and ethnically diverse 
as Indonesia, as well as the 
growth of the country’s data 
landscape in as sustainable a 
manner as possible

https://www.zdnet.com/article/hacker-leaks-15-million-records-from-tokopedia-indonesias-largest-online-store/
https://en.antaranews.com/news/195925/ministry-to-issue-decision-on-bpjs-data-leak-soon
https://www.vpnmentor.com/blog/report-ehac-indonesia-leak/
https://iapp.org/news/a/global-legislative-predictions-2022-indonesias-personal-data-protection-bill/#:~:text=In%25202020%252C%2520the%2520Personal%2520Data,established%2520in%2520Indonesia's%2520legal%2520system.
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3769670
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Awareness 

While there is recognition among bureaucrats of the importance of data for efficient 
public administration, there is less of an appreciation for the need to curate quality data 
in order to facilitate engagement between the government and citizens, as well as the 
processes to collect, classify, and verify the accuracy of various datasets.

This involves setting baseline protocols and standards for various datasets held by differ-
ent agencies. It also entails understanding what is needed to ensure or verify the accuracy 
of datasets. Civil servants may view the requisite procedures as additional administrative 
work, especially during times of crises and other pressures. Integrating these steps as 
part of digital record-keeping and having dedicated personnel, or data stewards, could 
lessen the bureaucratic burden.

Studies suggest that open data initiatives should be context-specific and designed 
methodically with clearly defined goals. The selection and deployment of relevant tech-

nology solutions should then follow an incremental 
approach to allow for scalability and sustainability. 
This process should also involve community leaders 
and other non-technical stakeholders, particularly 
since the onus to understand the local context when 
designing technical solutions now seems to be on 
software developers and engineers. But advocates 
also acknowledge that technology has its limita-

tions and that having people access, understand, interpret, and visualize data is equally 
valuable in promoting more inclusive data governance.34

Similarly, greater consciousness about data protection and privacy would go a long 
way toward internalizing and socializing good practices among the public while await-
ing the codification of the PDP bill. A 2021 survey by KEMENKOMINFO and Katadata 
Insight Center revealed that more than 60 percent of respondents did not even know 
about the draft PDP and only 31.8 percent of enterprises were aware of the bill.35 Inform-
ants explained that in Indonesia, privacy is often viewed as a western notion. Many 
Indonesians have few qualms about disclosing personal information, such as their date 
of birth or contact details, to a third party or on social media. In fact, although privacy as 
a legal concept only really crystallized during Indonesia’s colonial era, there are historical 
accounts of household privacy in Javanese and Balinese society even earlier.36 Still, there 
are difficulties with explaining the significance of protecting personal data or keeping it 
private in the modern context, given contrasting social conventions. In a strategy docu-
ment to implement data protection regulations in Indonesia that predated the PDP Bill, 
KEMENKOMINFO had already acknowledged the need to socialize existing laws among 
the public.37

Studies suggest that 
open data initiatives should 

be context-specific and 
designed methodically with 

clearly defined goals

https://mediaindonesia.com/teknologi/469348/kebijakan-perlindungan-data-pribadi-komprehensif-dibutuhkan-di-indonesia
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Data complexities and inclusion

In a country with about 17,000 islands and thousands of ethnic groups and tribes, even 
collecting and classifying data can be a challenge. Indonesia’s census bureau recorded 
1,331 tribal categories in 2010. Determining ethnicities can itself be a tricky exercise, but 
even when categorized, the agency has to code these myriad categories for tribe names, 
other names or aliases, sub-tribe names, and even sub-names of sub-tribes.38

Given these layers of identity, large segments of society — particularly vulnerable and 
undocumented communities — can fall through the cracks in the process of digitization. 
Indonesia’s electronic identity card, e-KTP, is issued on the basis of documented proof of 
identity. Minority groups, including indigenous tribes and inhabitants of remote areas 
of the vast archipelago, who often have a historical distrust of government, may not have 
such documents. Nor would marginalized communities fleeing violence or abuse, such 
as refugees and transgender individuals, since the issuance of the e-KTP is predicated 
on the availability of other documents of identification. Without an e-KTP, these com-
munities can find themselves systematically sidelined from social, healthcare, and other 
public services. The e-KTP, for example, was required for access to the COVID-19 vaccine 
program during the pandemic.39

But even the requirement for more conventional forms of identification, such as the iden-
tity card (KTP) or family card (KK), can be an entry barrier to the digital ecosystem. Some 
farmers and motorcycle taxi drivers have been precluded from joining application-based 
companies because of their lack of documentation. Additionally, although some online 
enterprises require data to expand their business, that data is not always readily availa-
ble. For instance, TaniHub, an agricultural start-up, has found it difficult to reach regions 
where data on farmers is scant.40

Where data is either unavailable or denied to members of the public, proponents of data 
altruism argue that individuals or companies could voluntarily provide data for reuse 
for the common good, such as for scientific research or improving public welfare.41 
One example is the use of drone technology to collect aerial mapping data on illegal 
mining activities in West Kalimantan. Such mining was violating indigenous land rights 
and resulting in environmental damage. It was eventually prosecuted in court using 
drone-mapping data.42

Sustainability

Indonesia captured the largest share (38.7 percent) of USD19 billion invested in South-
east Asia’s start-up scene between the first half of 2019 and that of 2021.43 The financial 
technology (fintech), e-commerce, and education technology (edtech) sectors received 
the most funding, with giants like GoTo, Bukalapak, and Traveloka dominating the list 
in Southeast Asia. Indonesia is also projected to account for more than 50 percent of the 
Southeast Asian e-commerce market by 2025.44

https://www.bps.go.id/news/2015/11/18/127/mengulik-data-suku-di-indonesia.html
https://pulitzercenter.org/stories/indonesias-invisible-people-face-discrimination-and-sometimes-death-database
https://www.startupindonesia.co/_files/ugd/9ce6f2_d3842e2e1d174c7480822d2583791f0a.pdf
https://www.statista.com/statistics/647645/southeast-asia-ecommerce-market-size-country/


32 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

An outgrowth of the country’s burgeoning tech landscape is a rising demand for cloud 
storage. That demand was first met at scale by Alibaba, which built a data center in 2018 
then another in 2019. Other cloud service providers like Amazon, Google, Microsoft, and 
Tencent have followed suit.45

With most of Indonesia’s data centers located in Jakarta — the capital city received over 
60 percent of data center investment in the country in 2020 — and plans to increase the 
number of data centers in the country as a part of the Ministry of Industry’s “Making 
Indonesia 4.0” roadmap, there will need to be alternative locations for these buildings in 
other parts of the country. This is especially so with the flooding problems in the capital 
and the potential strain on the electricity grid in and around Jakarta, given the amount of 
energy needed to power these data centers.

Experts assert that the whole process of building data centers should be reconsid-
ered, from the beginning during the design stage, to near completion of construction, 
as  opposed to being an after-thought to retrofit the structure. It should, for example, 
take into account power usage and efficiency along with the risk of natural calamities and 
changes in the environment.

4. CONCLUSION

Indonesia’s pending PDP bill promises to strengthen and consolidate the country’s frag-
mented data protection landscape, if the outstanding question of an independent DPA 
can be resolved. Significantly, it would align the nation’s data-driven aspirations with 
a comprehensive regulatory regime that would compel a rethink of concepts like personal 
data and privacy among the public in a modern, digital setting.

As with many other countries in Southeast Asia, Indonesia faces structural challenges 
related to infrastructure, access, and digital literacy. But these are complicated by the 
nation’s size, spread, and diversity on a scale that few other regional countries have to 
grapple with.

The good news is that Indonesia’s largely mobile-first population has proven highly 
adaptive to technology, and the government is determined to institute changes that will 
advance inclusive digital transformation. Its commitment to evolving discussions on 
global standards, in this regard, is reflected in its participation as an observing member 
in the International Organization for Standardization and the International Electrotech-
nical Commission Joint Technical Committee 1/SC 42 on artificial intelligence, as well 
as its re-election to the International Telecommunication Union (ITU) Council for the 
period 2018 to 2022. Indonesia has, in fact, been consecutively elected to the ITU Council 
four times since 2002.46 The country’s G20 presidency and focus on an equitable digital 
economy at the international level this year should help catalyze its own domestic pro-
gress with renewed urgency.

https://www.cloudinfrastructuremap.com/
https://www.thejakartapost.com/academia/2021/06/29/indonesias-path-to-be-a-global-leader-in-green-data-centers.html
https://en.antaranews.com/news/120227/indonesia-re-elected-to-itus-administrative-council
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INDONESIA
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 Government Regulation No. 71 of 2019 – Provisions of Electronic Systems 
and Transactions 

Data Protection 2 Minister of Communication & Informatics Regulation No. 20 – MOCI Reg. 2016  
*Implementing regulation of Reg. 71

3 Penal Code 1982 (Kitab Undang-Undang Hukum Pidana)

4 Personal Data Protection Bill – introduced in January 2020

5 LN 2008/58; TLN No 4843 Electronic Information and Transactions

Information Technology 6 Electronic Information and Transactions (EIT) Law – Amended 2016

E-Commerce 7 Government Regulation No. 80 of 2019

8 Minster of Trade Regulation No. 50 of 2020

Sectoral Law 9 Law No. 36 of 1999 on Telecommunications as partially amended by Law No. 11 of 
2020 on Job Creation

10 Law No. 10 of 1992 on Banking as amended by Law No. 10 of 1998

11 Law No. 8 of 1995 on Capital Markets

12 Law No. 14 of 2008 Disclosure of Public Information

13 Law No. 36 of 2009 on Health

14 Law No. 23 of 2006 on Residence Administration as amended by Law No. 24 of 2013
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MALAYSIA

1. BACKGROUND

Malaysia’s data regulations and policies stretch back to the early days of the country’s 
digitalization journey. In 1996, the government unveiled the Multimedia Super Corri-
dor (MSC) initiative. This, in turn, prompted the establishment of the Malaysia Digital 
Economy Corporation (MDEC) to support the MSC’s rollout, the passage of supporting 
legislation such as the Communications and Multimedia Act (CMA) 1998, and a  com-
mitment to cross-border data flows to facilitate domestic and international trade 
and investment.47

Since then, Putrajaya (the nation’s administrative capital) has rolled out numerous cor-
ollary programs to push forward the country’s digital transformation through the use 
of data and technology. These include the National Broadband Initiative (2010), Digital 
Malaysia (2011), National Policy on Science, Technology & Innovation (2013–2020), Big 
Data Analytics (2013), Open Data (2014), National Internet of Things Strategic Roadmap 
(2015–2025), National eCommerce Strategic Roadmap (2016–2020), Digital Free Trade 
Zone (2017), Industry4RWD: National Policy on Industry 4.0, and Malaysia Smart City 
Framework (2019–2025).

Malaysia’s approach to data has thus primarily been driven by economic and develop-
ment impetuses. From the protection of individual user data to its treatment of Big 
Data, Putrajaya has anchored related policies and laws to advance the national digital 
economy. MyDIGITAL, the government’s latest initiative, is a reflection of this very objec-
tive. Through its action plan, the Malaysia Digital Economy Blueprint, data will form the 
basis upon which a refined people-private-public partnership will be conducted among 
the rakyat (people), business, and the government.

Importantly, both the government and stakeholders who were consulted on the Blueprint 
recognize that Malaysia’s data regime and digital transformation should be under-
girded by a holistic regime of inclusivity (no one left behind from digitalization), ethics 
(the ethical use of data and digital tools), and trust (the assurance of privacy and cyber-
security in the growth of the digital economy). In that regard, the Blueprint is envisioned 
to complement both the 12th Malaysia Plan (2021–2025) and Shared Prosperity Vision 
2030 (SPV 2030), as well as Malaysia’s commitment to the UN SDGs. All these documents 
outline the challenges of wealth and income disparities, technological adoption, and 
environmental preservation.48 

These ideals are not new; rather, they are an extension of Malaysia’s earlier Vision 2020 
introduced by the then prime minister Mahathir Mohamad in 1991.49 However, with the 
achievements of Vision 2020 having fallen short of the stated aims,50 there are risks that 

https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.pmo.gov.my/vision-2020/the-way-forward/
https://www.theedgemarkets.com/article/vision-2020-mission-unrealised
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the  country’s aspirations in a data-based environment could entrench and accentuate 
unresolved fault lines as much as they could help resolve them. Putrajaya is aware of at least 
some of these, yet there remain implementation gaps to be addressed, as discussed below.

2. USAGE AND IMPACT

Malaysia is betting big on data for two primary purposes: increasing economic prosperity 
and advancing public administration. This is evident in government policies such as 
the Blueprint, which charts a 10-year path till 2030 of three objectives, six overall thrusts, 
22 strategies, 48 national initiatives, and 28 sectoral initiatives. It is also reflected in the many 
laws pertaining to commerce and trade, banking and finance, and entrepreneurship in the 
digital space. In the public sector, Putrajaya hosts a Public Sector Open Data Platform and is 
relying on its Big Data Analytics program to improve the delivery of government services.

Data for the digital economy

As with many countries in Southeast Asia, micro, small, and medium enterprises 
(MSMEs) form the backbone of Malaysia’s economy. Between 2016 and 2021, MSMEs 
accounted for 97.4 percent of all establishments in Malaysia, registering an average 
annual growth rate of 5.2 percent. Microenterprises formed the largest category of 
MSMEs during that time period, growing at an average rate of 5.6 percent every year.51 In 
2021, this segment made up 78.6 percent (964,495 firms) of all MSMEs, with small busi-
nesses accounting for 19.8 percent (242,540 firms) and medium-sized enterprises com-
prising the balance of 1.6 percent (19,459 firms).52 In 2020, SMEs contributed 38.2 percent 
to GDP and employed 48 percent of the national workforce.53 Enabling these businesses 
to participate more efficiently in e-commerce and digital trade using data-based solu-
tions is, therefore, a priority for the Malaysian government.

To date, studies suggest that MSMEs have not gone much further than computerization; 
that is, while they have utilized some computing software to facilitate their operations, 
they have not integrated digital tools to scale productivity. For example, in a survey of 
over 2,000 SMEs representing all sectors and regions in Malaysia, 44 percent responded 
that they used cloud computing but mainly to store personal documents, pictures, and 
videos in software such as Dropbox rather than to drive process improvements. While 
54 percent used some form of data analytics, 67 percent of that figure were referring to 
spreadsheet applications such as Excel. The 46 percent that did not use any data analytics 
for their business did not feel that it was necessary, or they were unfamiliar with how to 
collect and analyze data.54

At the heart of data usage for the digital economy must be a trusted, enforceable frame-
work of policies and regulations as well as a secure, resilient information network. 
Malaysia’s Personal Data Protection Act 2010 (PDPA) — another outgrowth of the MSC — 

https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/profile-and-importance-to-the-economy
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/profile-and-importance-to-the-economy
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons)
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
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is the country’s cross-sectoral law to protect personal data in commercial transactions. 
Under this law, personal data protection extends to information such as an individu-
al’s name, identity card or passport number, bank account numbers, and contact infor-
mation. It includes “sensitive personal data” relating to an individual’s race, religion, 
health, political opinion, or record of actual or alleged offenses, as well as personally 
identifiable information that may be gleaned from an “expression of opinion” about the 
particular person.

Although the PDPA applies to all who process data as part of a commercial transaction, 
the Act mandates the registration of 13 classes of data users (or types of businesses) and 
applies to the life cycle of personal data processing, including control, recording, alter-
ation, transfer, storage, erasure, and destruction.55 Given the various industry prac-
tices relating to how personal data is processed in different sectors, the Personal Data 
Protection Standard was issued in 2015 by the Personal Data Protection Commissioner 
as  a  minimum requirement comprising three standards related to security, retention, 
and data integrity.56 The Commissioner is also empowered to direct the formation of data 
user forums and related codes of practice for particular sectors in accordance with the 
PDPA. In 2017, four codes of practice were finalized and registered with the Commis-
sioner for the banking and financial, utilities (electricity), insurance, and communica-
tions sectors.57 In 2021, two more codes of practice were published for private hospitals 
in the healthcare industry and the utilities (water) sector.58

The PDPA aims to connect the individual user back to the wider ICT-enabled ecosystem by 
protecting personal data in the conduct of business. Through its seven principles of data 
protection, the PDPA is also intended to enhance public confidence in information security 
and network integrity.59 Yet, gaps in the ambit of consent, as well as it not being mandatory 
to notify the authorities when a data breach occurs, undermine the potential strength of 
this legislation, particularly in light of the significant data incidents discussed below.

SEVEN PRINCIPLES IN MALAYSIA’S PERSONAL DATA PROTECTION ACT 2010

1 Personal data should be adequate, relevant, and not excessive. To be processed only with consent  
and for a lawful purpose

2 Written information should be provided for why the data is being processed, collected, or disclosed

3 Disclosure must be made for the stated purpose and with consent or advanced notice

4 Personal data must be protected from misuse, loss, unauthorized access, and destruction

5 Personal data should not be kept longer than necessary

6 Personal data should be accurate, current, and verifiable

7 The right to access personal data should be provided

Source: www.pdp.gov.my/jpdpv2/akta-709/personal-data-protection-act-2010 

https://www.pdp.gov.my/jpdpv2/assets/2019/09/BukuStandardPDP-2015.pdf
https://www.pdp.gov.my/jpdpv2/assets/2019/09/BukuStandardPDP-2015.pdf
https://www.dataguidance.com/notes/malaysia-data-protection-overview
https://www.globalcompliancenews.com/2022/03/21/malaysia-personal-data-protection-department-issues-new-guidelines-circulars-and-codes-of-practice070322/
http://www.pdp.gov.my/jpdpv2/akta-709/personal-data-protection-act-2010
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Stakeholder consultations reveal that while there is greater cognizance of the PDPA 
among more mature sectors like banking/finance and private healthcare, many of 
Malaysia’s MSMEs lack attention to good privacy or data protection practices. Hardening 
cyber defences or putting in place good data pro-
tection standards are not always top priorities for 
MSME entrants looking to reduce expenditure and 
capture market share.

Moreover, for cost, ease, and speed reasons, 
MSMEs lean heavily on informal channels to 
conduct and grow their businesses. A significant 
majority (71 percent) of SMEs surveyed in 2018 
were found to rely on social media platforms like 
Facebook, Instagram, and WhatsApp for com-
munication and marketing purposes.60 A similar 
survey in 2019 found that number to be higher at 77 percent, with 78.3 percent preferring 
to use Facebook; 61.5 percent, WhatsApp; and 54.3 percent, Instagram for online busi-
ness.61 Unfortunately, business owners or agents sometimes solicit potential customers 
or add telephone numbers to WhatsApp chat groups for mass advertising without prior 
notification or consent.

Of equal, if not greater, concern is the fact that the PDPA does not presently apply to the 
federal and state governments; personal, family, and household affairs; data processed 
outside of Malaysia; non-commercial transactions; or credit reporting agencies.62 These 
exemptions are a point of contention, as discussed below.

On the international front, Malaysia’s participation in the TPP, first, then its signing 
of the CPTPP in 2018, demonstrates a continuing embrace of free trade as well as the 
enabling regulatory regimes for that. Although Putrajaya’s ratification of the CPTPP is 
still pending executive evaluation of the agreement, the government has committed to 
strengthen cross-border data transfer mechanisms and facilitate seamless data flows, as 
outlined in the Blueprint. The document, in fact, goes further in targeting all new trade 
agreements entered into by Malaysia to incorporate cross-border data protection ele-
ments by 2025. To accomplish this, some amendments will have to be made to local laws, 
including to the PDPA. While the PDPA does not preclude the transfer of personal data 
abroad if certain conditions are met, the Personal Data Protection Department (PDPD) is 
concerned about the risk of a breach occurring during transfer. In a 2020 review exercise 
of the PDPA, the Commissioner sought public input on issuing guidelines to implement 
cross-border data transfers safely and securely.63

The government has also affirmed its support for regional efforts to facilitate cross-bor-
der data flows; in particular, the ASEAN Framework on Digital Data Governance, the 
ASEAN Data Protection and Privacy Forum, and the ASEAN Model Contractual Clauses.64

Stakeholder consultations 
reveal that while there is greater 
cognizance of the PDPA among 
more mature sectors like banking/
finance and private healthcare, 
many of Malaysia’s MSMEs lack 
attention to good privacy or data 
protection practices

https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://www.smecorp.gov.my/images/pdf/2021/LTPKS/BI/Main%20Report/5.%20SME%20Insights%202019-20%20-%20Chapter%204.pdf
https://www.pdp.gov.my/jpdpv2/assets/2020/01/Introduction-to-Personal-Data-Protection-in-Malaysia.pdf;%20https:/www.dataguidance.com/notes/malaysia-data-protection-overview
https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.sinarharian.com.my/article/120152/BERITA/Nasional/Malaysia-komited-bantu-ASEAN-selamatkan-aliran-data-keselamatan-siber


3 8 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

Data for public policy

The very first thrust of the Blueprint is to modernize the public sector through the use of 
data and digital technologies. This effort is not new, rather it is a restatement of numer-
ous other past and existing plans to achieve the same goal. In fact, as far back as 1999, 
a Public Sector Data Dictionary Committee was created to develop a dictionary contain-
ing both generic and application-specific data for use across all of government. By estab-
lishing guidelines about the elements, structures, and codes of data that should be 
captured, the dictionary sought to create a standard to be adopted by all agencies.

In 2011, the Malaysian Administrative Modernization and Management Planning Unit 
(MAMPU) implemented the Public Sector Data Center project, creating data center ser-
vices for centralized ICT operationalization throughout the government. In 2014, a Public 
Sector Open Data Portal was introduced as a one-stop service center for citizens to search 
and download open government data sets. There are more than 12,000 data sets, includ-
ing on elections, international trade, crime, education, and the environment, contributed 
by nearly 400 government departments and agencies. The Ministry of Health also offers 
official COVID-19 data in Malaysia on an open platform online. Daily and static data on 
cases, testing, contact tracing, vaccinations, and deaths are all available for analysis.

Despite these continuing initiatives, digital adoption rates in the public sector have 
remained low because of a lack of an accompanying shift in bureaucratic outlook. As the 
Blueprint acknowledges, “There is an urgent need to change the culture of the civil 
service and encourage embracing a digital-first mindset.”65 Consultations with inform-
ants revealed a continued preference for analogue or paper-based practices as well 
as a talent shortage in data analytics in government as stumbling blocks to digitalized 
public administration, at present. The Blueprint represents a more streamlined attempt 
to shift gears on the utilization of data for public services delivery.

CASE STUDY
MYLAKE: A DATA REPOSITORY FOR LAKES 

In 2012, the Malaysian National Water Council established a data repository 
called MyLake for lakes in Malaysia. A project by the National Hydraulic 
Research Institute of Malaysia (NAHRIM), the data repository serves to 
benefit government stakeholders and research communities in Malaysia 
by storing ecological, spatial, and meta data on lakes as well as their ecosystem. 
The database operates on a server which allows for the sharing of big data 
among federal, state, and local agencies. However, the current version of 
MyLake only allows for one party to upload or download data at any one point 
in time, and data sharing is done in silos (one-to-one data integration between 

https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
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two parties, instead of sharing with the community on a platform). This poses 
a problem for data sharing, as the agencies are vulnerable to integration issues 
when one party does not have access to the most updated database from 
another party.

Experts from NAHRIM proposed a big data integration approach to improve 
MyLake; specifically, for MyLake to act as “a central data exchange offering 
a unified data access interface” which would allow all agencies to access 
the same database at the same time, preventing data inconsistency. With 
more accurate, consistent, and up-to-date data, MyLake would be able to 
serve stakeholders better in their strategic planning regarding water resource 
management and serve as a model for other big data integration projects 
in the government.

A National Big Data Analytic Center (NBDAC) is also in the pipeline to ensure that 
administrative planning and decision-making processes are based on data analytics, in 
line with Putrajaya’s overall digital government initiative. The Blueprint makes clear that 
data usage should be maximized for improved, evidence-based policy analysis and devel-
opment. By 2025, 50 percent of data must be machine-readable, with access to real-time 
and aggregated data through open Application Programming Interface (API) produced 
by the respective ministries and agencies.66 

One of the targeted outcomes of the Blueprint is for Malaysia to improve its standing 
in open data global rankings. However, as some have cautioned, although rankings 
are a validation of progress and an incentive to improve efforts in certain areas, they 
can conversely have a detrimental effect on government policy and development given 
the different benchmarks, methodologies, and scoring employed in various lists.67 Any 
substantiation of headway made in Malaysia’s open data initiatives through global 
rankings would have to be closely scrutinized for its actual impact on the efficiency of 
public service.

By 2024, Malaysians and permanent residents will have a National Digital Identity (NDID) 
to supplement their current chip-based identity cards. Through biometric technology, 
the NDID will function as a form of digital identification and self-authentication for con-
ducting online transactions. In a 2020 public consultation conducted by the Malaysian 
Communications and Multimedia Commission (MCMC) as the lead developing agency of 
the NDID framework, over 35,000 respondents, from individuals, government agencies, 
and private organizations, made clear that their top three areas of concern related to the 
implementation of the NDID were data privacy, security of transactions, and platform 
reliability. This was notwithstanding the fact that 97 percent of respondents thought the 
program would be beneficial (60 percent voted “very beneficial” and 37 percent chose 

https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.sciencedirect.com/science/article/pii/S0736585321000733
https://www.mcmc.gov.my/skmmgovmy/media/General/pdf/Public-Consultation-Report_National_DI.pdf
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“moderately beneficial”) and 94 percent were interested to use the NDID in transac-
tions with both the public and private sectors.68 The NDID program will purportedly be 
equipped with privacy- and security-by-design features. However, as it stands, Malaysia’s 
data protection regime is insufficiently robust to enforce those assurances.

3. CHALLENGES AND PROSPECTS

The converging opinion among stakeholders is that although Malaysia is a regional front-
runner in its data protection regime, the country’s laws and regulations need to evolve to 
reflect a more complex digital landscape.69 The gap between Malaysia’s governance capac-
ity and the country’s aspirations could stymie its ambitions for a complete digital trans-
formation by undermining trust in both the online and offline spaces.

This risk is underscored by several realities: significant data breaches without commen-
surate penalty or recourse, existing gaps in the PDPA, as well as the inclusion or exclu-
sion of vulnerable communities in Malaysia’s data-driven and digitalization agenda.

Data breaches and lack of recourse

In 2014, a massive data breach of 46.2 million mobile numbers registered with several 
Malaysian telecommunications companies resulted in a leak of customer details and SIM 
card information, including unique International Mobile Equipment Identity (IMEI) and 
International Mobile Subscriber Identity (IMSI) numbers. The leak was only uncovered 
three years later when the data appeared for sale in a popular online forum. The informa-
tion also included three medical databases totaling well over 80,000 records containing 
personal information.70 

In 2019, a major media and entertainment company suffered a data breach of its sub-
scribers’ identity card details containing personal and sensitive information. It was the 
second breach in 18 months, with the first compromising the records of 60,000 subscrib-
ers. Data from that breach was sold for RM4,500 (about USD1,000) for 10,000 records.71 

In 2021, the data of four million Malaysians grouped by year of birth from 1979 to 1998 was 
stolen from the National Registration Department (NRD) through the Inland Revenue 
Board’s (IRB) website and listed for sale at 0.2 Bitcoin.72 Both the minister of home 
affairs, who oversees the NRD, and the IRB denied that data from their agencies had 
been compromised. However, the IRB, along with other government agencies, is a client 
of the myIDENTITY shared platform or API through which data from the NRD is shared. 

In May 2022, a local tech portal flagged that the same perpetrators allegedly behind the 
NRD leak had announced the sale of the personal data of another 22.5 million Malaysians, 
this time those born between 1940 and 2004. This database, as large as 160GB and contain-

https://www.lowyat.net/2017/146339/46-2-million-mobile-phone-numbers-leaked-from-2014-data-breach/
https://www.theedgemarkets.com/article/astro-suffers-data-breach-exposing-customers-mykad-data
https://www.lowyat.net/2021/254222/pdrm-investigate-jpn-lhdn-db-leak/
https://amanz.my/2022337736/
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ing information such as full names, identity card numbers, addresses, and photographs, 
was offered at USD10,000 in Bitcoin. The sellers claimed to have obtained the data from 
the same myIDENTITY portal as before and posted the personal data of the minister of 
home affairs, Hamzah Zainudin, to make a point. Once again, the minister denied there 
had been a breach of the NRD’s database, and although the minister of defense acknowl-
edged the concerns of many over the report, he insisted that the leak would not jeopard-
ize national security. 

The vulnerability of APIs was spotlighted again more recently when users of Malaysia’s 
COVID-19 contact-tracing application, MySejahtera, complained about receiving unso-
licited and even prank messages, heightening suspicions of a system or data breach. 
The Ministry of Health assured the public that there had been no leaks in the MySejahtera 
database and that there had instead been an abuse of the API.73 

Lawsuits may, of course, be filed in the event of such breaches. However, the damage 
brought about by a leak of personal information may have already been done and the out-
comes of such legal action may not always be commensurate with the harm caused or 
grant sufficient redress to the victims. In the case of the 2014 telco breach, above, a suit 
was filed against the Malaysian Communications and Multimedia Commission and 
a private company. The case was settled, but the terms of the settlement were not dis-
closed, even though the incident was one of Malaysia’s biggest data leaks.74 

Gaps in the PDPA 2010

All these cases involving both the private and public sectors, as well as the questions 
raised about the rollout of the NDID, accentuate the current shortcomings of the PDPA. 
Under the present iteration of the law, the PDPA excludes the federal and state govern-
ments — an anomaly that was perhaps justified originally, but is increasingly difficult to 
defend given the outsized and still growing role of government in collecting personal data 
for a range of reasons. The PDPA also applies to only commercial activities, so that any 
harm incurred from data shared for non-commercial transactions or with credit report-
ing agencies (which are exempted from the scope of the PDPA) could undermine the 
intended safeguards of the law. The pending implementation of the NDID bears out these 
concerns, as does the potential expansion of MySejahtera beyond COVID-19-specific use.

The purpose and reach of the NDID mean that it will be used by both the government and 
private sectors to verify and authenticate identities for online transactions. The PDPA 
would not extend to cases where the NDID would be used for non-commercial activi-
ties — for example, in furtherance of corporate social responsibility or the provision of 
financial support — even though these undertakings would still require the processing 
of individuals’ personal data. Additionally, the NDID’s linking of various databases con-
taining personal information to be shared among public and private entities blurs the 
applicability of the PDPA and its protections. The absence of a mandatory breach notifi-

https://www.lowyat.net/2022/273593/new-jpn-database-leak-44k-price/
https://twitter.com/aidilarazak/status/1450672356389621768?lang=en
https://www.digitalnewsasia.com/insights/bread-kaya-2018-malaysia-cyber-law-and-it-cases-%25E2%2580%2593-fake-news-private-information-instant
https://www.dataguidance.com/opinion/malaysia-national-digital-identity-program-and-data
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cation in the PDPA also raises serious questions about the consequences of a compromise 
to these connected databases.75 

Malaysia’s MySejahtera app, developed in response to COVID-19, has 38 million regis-
tered users and its database is one of the largest in the world. Given the previous indi-
cation by the minister of health, Khairy Jamaluddin, that the ministry could expand the 
use of the app to store personal medical records as proposed by the Malaysian Medical 
Association, the question of amending the PDPA to apply to the government has become 
even more pressing.

The PDPD is, itself, very much aware of these gaps. Prompted by the then minister of 
communications and multimedia, Gobind Singh Deo, the PDPD initiated a public con-
sultation in 2020 to strengthen the enforcement and implementation of the PDPA in 
light of “growing cases of data breaches involving the multi-type of data users from dif-
ferent sectors.”76 There was also a recognition that the government needed to ensure the 
PDPA was in line with other personal data protection developments regionally, as well 
as in the European Union, to promote e-commerce and the digital economy. The PDPD’s 
consultation sheet tabled 22 points for consideration on issues ranging from data port-
ability and data transfer to privacy-by-design, applying the PDPA to government, and 
imposing mandatory data breach notification. Workshops were also held with industry 
professionals, academics, and government stakeholders. While there has been no express 
movement since this stage of consultation, review of the PDPA is expected to be com-
pleted by the 2025 timeline outlined in the Blueprint.77 

If a 2019 IPSOS survey on data privacy is any measure, Malaysians will welcome a stronger 
PDPA, even if those polled were more trusting of companies’ and the government’s use of 
personal data (48 percent) than the global average (36 percent). Two-thirds of Malaysians 
(66 percent) surveyed felt that measures to reassure consumers about sharing personal 
data were impactful, especially when the risks involved were clearly understood and 
when the products/services met the person’s needs.78 

Inclusion

To its credit, the Blueprint dedicates a whole pillar (Thrust 5) to creating an “inclusive 
digital society.” One of the strategies outlined to achieve this is to establish a central-
ized database on vulnerable groups to measure digital inclusion or exclusion levels in the 
country and to bridge that digital divide. The Blueprint identifies vulnerable groups as the 
B40 (or Bottom 40 percent income group earners), women, and people with disabilities.

The idea is to provide these constituents with opportunities to become digital entre-
preneurs in order to uplift their socioeconomic status and to earn a livelihood with 
dignity. The Blueprint’s target is to integrate 875,000 MSMEs into e-commerce by 2025. 
Women-owned MSMEs currently constitute only one-fifth of total MSMEs and of this 

https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.ipsos.com/en-my/global-citizens-data-privacy-malaysian-perspective
https://www.smefinanceforum.org/data-sites/msme-finance-gap
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figure, 97 percent are in the services sector.79 

In 2017, the number of persons with disabilities registered at the Department of Social 
Welfare totaled under half a million people. Slightly over a third (35.2 percent) were phys-
ically disabled, while those listed as having learning disabilities and visual impairment 
constituted 34.8 percent and 8.9 percent of the total, respectively.80

Although the Blueprint does not go into detail about the kinds of training or counseling 
opportunities that will be offered to these vulnerable groups, the PDPD and the Personal 
Data Protection Commissioner already actively conduct road shows and state-by-state 
training about the provisions of the PDPA. Larger resources invested in awareness-raising 
among these and other vulnerable groups about their data rights will be key as increased 
protections are sought under the PDPA. Of importance will be explaining the essence of 
concepts such as “privacy” or “data subjects,” which generally have a presumed legal base-
line, whether as defined in the EU’s GDPR or in the PDPA, but that may be unfamiliar in 
a rural, community-based setting in Malaysia. These terms, along with their import, also 
resonate very differently in English than in colloquial dialects.

The government’s efforts at inclusion, notwithstanding, there is almost never any 
mention of Malaysia’s indigenous population (orang asal or orang asli, meaning “original 
people”) in reports or policies on the country’s digital agenda. The Blueprint does not 
explicitly include them in the list of vulnerable groups.

In the national census, orang asal and orang asli are collectively grouped as Bumiput-
era (“sons of the soil”) along with the country’s dominant ethnic group, the Malays.81 
Disaggregated, however, they represent 14 percent of Malaysia’s 32 million population — 
a not insignificant segment of society. Yet, unfortunately, as with many other indigenous 
communities elsewhere, they face considerable challenges in preserving and defending 
their ancestral lands and ways of life. In 2019, Google Earth worked together with Jarin-
gan Orang Asal SeMalaysia (JOAS), an umbrella network of 21 community-based NGOs 
focused on indigenous peoples’ issues in the country, to release a nationwide mapping 
initiative of orang asal communities in peninsular and east Malaysia. JOAS met with these 
villagers and trained them to use Google’s tools for this mapping exercise, and to retell 
their stories in order to raise awareness about their plight.82

The digital economic goals of Malaysia’s Blueprint may not be the ideal or even preferred 
vision of progress for everyone. As such, the ethical and inclusive professions in the coun-
try’s policies should account for these different perspectives if the ultimate objective of 
data collection and usage is to uphold equity, human dignity, and empowerment, instead 
of entrenching marginalization.

But data is not the sole preserve of the state and there are civic initiatives like Sinar 
Project, which uses open technology and open data to help improve governance and 
policy analysis, as well as to encourage greater public participation in national affairs. 

https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525).
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=117&bul_id=akliVWdIa2g3Y2VubTVSMkxmYXp1UT09&menu_id=L0pheU43NWJwRWVSZklWdzQ4TlhUUT09
https://earth.google.com/web/@0,0,0a,22251752.77375655d,35y,0h,0t,0r
https://earth.google.com/web/@0,0,0a,22251752.77375655d,35y,0h,0t,0r


4 4 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

Sinar Project provides a platform for collaborative open data on elected representatives 
and politicians, local government issues, and legislative tracking. Interestingly, one of its 
projects aimed at political and government transparency was built on open data stand-
ards originally deployed for a similar initiative in Kenya.83 

4. CONCLUSION

Malaysia’s data governance regime is pump-primed to advance the economy and trade 
in an international digital ecosystem. While the country has enjoyed an early mover 
advantage through its legal and policy regimes, Putrajaya also recognizes that those 
frameworks have to be updated for the country to adapt to evolving, and in some cases 
differing, trends on data governance.

The Blueprint is a big step in this direction with its recognition of ethics, inclusion, and 
sustainability. The review of the PDPA, if pushed through, will also nudge Malaysia closer 

toward its goal of easing e-commerce and digital 
trade more securely. Effective implementation will 
hinge on enduring political commitment and suffi-
cient resources dedicated to executing reforms.

However, in the longer-term, two questions loom 
for policymakers: whether Malaysia will simply be 
a compliant adherent to global standards on data 
governance — adopting and adapting laws where 
necessary; or whether it will play a more proactive 
role in reframing those parameters as principles 
and approaches are being contested on the inter-
national stage. The 2020 PDPA consultation paper 
references other jurisdictions for comparison and 
consideration of review. But in carving a more 
equitable economic future for the country through 

digital tools, Malaysia could reflect on whether a fresh paradigm might instead be war-
ranted — one in which the perspectives of long-marginalized and vulnerable commu-
nities might be meaningfully represented (not just subsumed) — and what alternative 
proposals or standards might be called for to realize that vision.

Two questions loom for 
policymakers: whether Malaysia 

will simply be a compliant 
adherent to global standards on 

data governance — adopting and 
adapting laws where necessary; 

or whether it will play a more 
proactive role in reframing those 

parameters as principles and 
approaches are being contested 

on the international stage

https://sinarproject.org/transparency
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MALAYSIA
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 Financial Services 2013 

2 Direct Sales and Anti-Pyramid Scheme Act 1993 

3 Official Secrets Act 1972 

Data Protection 4 Personal Protection Data Act (PDPA) 2010 

5 Public Consultation Paper No. 01/2020 – Review of the PDPA

6 Computer Crime Act 1997

7 Digital Signature Act 1997 (DSA 1997)

8 Registration of Business Act 1956

9 Companies Act 2016 (CA 2016)

10 Communications and Multimedia Act 1998

E-Commerce/Trade 11 Electronic Commerce Act 2006 (ECA 2006)

12 Consumer Protection Act 1999

13 Guidelines for Foreign Participation in Distributive Trade Services  
In Malaysia (Amendment) 2020

14 Consumer Protection (Electronic Trade Transactions) Regulations 2012  
(CP Regulations 2012)

15 Contracts Act 1950

16 Financial Services Act 2013 and Islamic Financial Services Act 2013

17 Electronic Government Activities Act 2007

18 Guidelines on Taxation of Electronic Commerce Transactions  
(E-commerce Taxation Guidelines)

19 Sales Good Act 1957

20 Trade Descriptions Act 2011

21 Price Control and Anti-Profiteering Act 2011 
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SINGAPORE

1. BACKGROUND

Since 2012, Singapore’s policy and regulation frameworks for data protection and 
privacy have undergone revisions and updates to reflect the changing digital landscape. 
The Personal Data Protection Act (PDPA) 2012 and a subsequent amendment to the Act, 
the Personal Data Protection (Amendment) Act 2020, established a general data protec-
tion law in Singapore which governs the collection, use, and disclosure of individuals’ 
personal data.84 The Personal Data Protection Commission (PDPC) oversees the enforce-
ment and administration of data protection policies and laws in Singapore. Through the 
PDPA, the PDPC mandates all private entities to recognize both the right of individuals 
to protect their personal data and the need of organizations to collect, use, and disclose 
personal data.

The PDPA contains two main sets of provisions with which private organizations are 
required to comply: one covers data protection, and the other the Do Not Call Registry, 
which allows individuals to opt out from receiving marketing messages on their phones. 
The amendments in 2020 introduced stronger protections for processing personal data 
through a revised consent framework based on legitimate interests and business improve-
ments, and new data portability obligations, in line with similar regulations laid out in the 
EU’s GDPR.85 It also aimed to strengthen accountability through mandatory data breach 
notifications and enhanced the enforcement powers of the PDPC. Other related laws and 
regulations put forth by the PDPC include the Personal Data Protection Regulations 2021.

Singapore participates in multiple digital economy frameworks. It concluded a Digital 
Economy Partnership Agreement (DEPA) with Chile and New Zealand in 2020, the same 
year Singapore and Australia’s Digital Economy Agreement (DEA) entered into force. 
Recently, Singapore concluded its DEA negotiations with the United Kingdom and South 
Korea.86 Singapore has also signed the Comprehensive and Progressive Agreement for 
Trans-Pacific Partnership (CPTPP) and the Regional Comprehensive Economic Partner-
ship (RCEP).

Overall, these digital partnerships and agreements serve to facilitate regional and multi-
lateral free trade and address digital trade issues to enhance Singapore’s competitiveness. 
DEAs allow Singapore to “align digital rules and standards and facilitate interoperability 
between digital systems”87 of the countries involved in digital trade, especially for data flows. 
Cross-border data flows are critical to an increasingly digitalized world, and especially in 
the fast-rising digital economies of Southeast Asia. ASEAN member states are expected to 
gain a dramatic economic boost from digital trade and e-commerce, adding approximately 
USD1 trillion to their overall gross domestic product by 2030.88 However, with such opti-
mism comes practical challenges in safeguarding personal data and consumer rights. 

https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%2520November%25202020.&text=An%2520Act%2520to%2520amend%2520the,amendments%2520to%2520certain%2520other%2520Acts.&text=1.,by%2520notification%2520in%2520the%2520Gazette.
https://sso.agc.gov.sg/Acts-Supp/40-2020/#pr1-
https://www.mti.gov.sg/Improving-Trade/Digital-Economy-Agreements.
https://www.mti.gov.sg/Improving-Trade/Digital-Economy-Agreements.
https://www.mti.gov.sg/Improving-Trade/Digital-Economy-Agreements
https://www.eastwestcenter.org/system/tdf/private/apb505.pdf?file=1&type=node&id=37491%2520%2520%2520%2520https://asean.org/wp-content/uploads/2-ASEAN-Data-Management-Framework_Final.pdf
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As Singapore punches above its weight in setting the stage for the region’s overall digital 
economy, it has advocated for regulatory and regional frameworks to preserve the 
core tenets of data privacy and security. Through its minister of communications and 
information and minister-in-charge of cybersecurity, Singapore plays an active role 
at the ASEAN Digital Ministers Meeting to shape ongoing digital initiatives that include 
the ASEAN Data Management Framework,89 Model Contractual Clauses for Cross 
Border Data Flows,90 ASEAN CERT Information Exchange Mechanism, and the Digital 
Masterplan 2025.91

2. USAGE AND IMPACT

Data is at the heart of Singapore’s ambition to become a leading Smart Nation in the 
Asia Pacific. But to understand the inherent socio-economic value of data for Singapore, 
one must take two broad views. First, data as the primary commodity fueling Singapore’s 
rapid growth in the digital economy. Second, data as an integral factor to the city-state’s 
formulation, implementation, and evaluation of public policies.

Data for digital economy

As mentioned, Singapore has been very proactive in signing up to various bilateral DEAs 
and regional trade arrangements to facilitate data transfers, research and development, 
and institutional collaboration to support its digital economy. In a study published by the 
Asian Development Bank over a two-decade period (Period 1: 2000–2012 and Period 2: 
2014–2019) on the contribution of the digital economy to select countries’ GDP, Singapore 
recorded the largest digital economy in terms of GDP share in Southeast Asia, averaging 
at 8.2 percent from 2000 to 2010.92 Notwithstanding its slight dip to 6.8 percent from 
2014 to 2019, the study concludes that digital products and industries will continue to 
make a substantial contribution to Singapore’s overall economic activities.93

Despite the onslaught of the COVID-19 pandemic, Singapore’s digital economy bounced 
back in 2021 with a 35 percent growth amounting to a Gross Merchandise Value (GMV) 
of USD15 billion from USD11 billion in 2020. If the current trend of economic recovery 
persists, Singapore might be on track to reach a GMV of USD27 billion by 2025.94 With 
a regional average of 80 percent, Singapore has the highest share of digital consumers out 
of all internet users per country in Southeast Asia at 97 percent, due to increasing usage of 
digital services in the e-commerce and digital financial services sector.95 Pre-pandemic, 
10 percent of Singapore’s GDP was derived from digital products and services like cloud 
services, Internet of Things (IoT), and Artificial Intelligence (AI).96 In the post-pandemic 
era, Singapore’s capacity to generate, capture, and use data will determine the continu-
ing viability of its digital economy, and based on the trends assessed, its data generation 
is heading inexorably upward. As the world’s leading digital hub for business, finance, 
transportation, logistics, and advanced manufacturing and technology, Singapore’s 

https://www.adb.org/sites/default/files/publication/722366/capturing-digital-economy-measurement-framework.pdf
https://www.bain.com/about/media-center/press-releases/2021/sea-economy-report-2021/
https://www.bain.com/about/media-center/press-releases/2021/sea-economy-report-2021/
https://www.bain.com/about/media-center/press-releases/2021/sea-economy-report-2021/
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore-gdp-2021/#:~:text=In%25202017%252C%2520about%252010%2525%2520of,and%2520artificial%2520intelligence%2520(AI)
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sustained reliance on and integration of highly interconnected platforms from AI, IoT, 
Blockchain, to 5G will only accelerate its production of high densities of data. Combined 
with its digital capital of talent, skills, resources, and digital infrastructure, Singapore is 
well-positioned to develop new forms of technology and applications.97

Data for public policy

The Organisation for Economic Co-operation and Development (OECD) considers data 
as a strategic asset which can be applied in practical ways that create public value in three 
areas — anticipation and planning, delivery, and evaluation and monitoring — making 
the case for data-driven policymaking in the public sector.98 In other cases, big data ana-
lytics allow governments to improve resource optimization, tax collection, and forecast-
ing and predicting.99

Data has been foundational to Singapore’s formulation, implementation, and evalua-
tion of public policies, shaping the government’s governance structure, management, 
and operations. The OECD identified Singapore’s Fusion Analytics for public Transport 
Emergency Response (FASTER) initiative as a case study on data’s public value in address-
ing emergencies, crises, and developing situations in the context of overcrowded and 
ageing transport infrastructure. Through FASTER’s anonymized location-based infor-

mation combined with traffic feeds, Singaporean 
authorities can draw insights from transport net-
works, enabling the deployment of additional buses 
or advisories to customers when large crowds 
are detected.100

Data science tools such as real-time data, data vis-
ualization, and machine learning are also being 
used for evidence-based policymaking. Other 
examples of how Singapore harnesses data to 
design and evaluate public policies include Pulse of 

the Economy, launched by the Government Technology Agency of Singapore (GovTech), 
which uses high-frequency big data drawn from rail systems, electricity consumption, 
social media sentiments and, online apps to develop new indicators for economic and 
urban planning.101 Singapore’s Smart Nation initiative has also made Open Government 
Data available, allowing publicly available datasets from 70 public agencies, geospatial 
resources, and e-services tools to be used to create data-driven solutions.102

Data has been foundational 
to Singapore’s formulation, 

implementation, and evaluation 
of public policies, shaping 

the government’s governance 
structure, management, 

and operations

https://www.digitalcentre.technology/wp-content/uploads/2020/03/Digital-Capitals-Singapore-2020.pdf
https://www.oecd-ilibrary.org/sites/1ab27217-en/index.html?itemId=/content/component/1ab27217-en
https://www.csc.gov.sg/articles/using-data-to-create-better-government
https://www.oecd-ilibrary.org/sites/1ab27217-en/index.html?itemId=/content/component/1ab27217-en
https://www.csc.gov.sg/articles/data-science-in-public-policy---the-new-revolution
https://www.smartnation.gov.sg/resources/open-data
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3. CHALLENGES AND PROSPECTS

As the promise of data becomes deeply embedded in Singapore’s socio-economic pro-
gress and governance processes, key concerns and risks over data privacy and security 
have also started to surface.

Gaps in data governance regime and incidents of data breaches

In recent years, the Singaporean government has allowed commercial businesses and 
tech developers to access citizens’ data through the Open Data Resources portal. Under 
its Smart Nation strategy, which includes the National Digital Identity, e-payments, and 
the Smart Nation Sensor Platform, Singapore has utilized common and open platforms 
like the MyInfo app to create an integrated ecosystem that facilitates seamless digital 
transactions for public and private services.103 Under the updated PDPA, local compa-
nies and organizations can use consumer data without prior consent. This means that 
local businesses can use, collect, and disclose data for legitimate purposes like business 
improvement and research and development.104

The government’s Smart Nation strategy has faced intense scrutiny following the fallout 
from incidents of data breaches,105 most notably the SingHealth controversy in 2018 that 
exposed the medical records of almost two million patients.106 Additionally, civil society 
organizations have raised concerns about the “gold rush” surrounding the use of data 
without clear-cut industry guidelines. The non-profit Internet Society sounded the alarm 
on the double-edged sword that undergirds the city-state’s rapid digital transforma-
tion.107 On the one hand, companies in Singapore are very enthusiastic in collecting and 
extracting data to generate new business models, while on the other hand, the collection 
process can be very invasive, and even extends to mundane and trivial transactions.108 
This raises severe issues over surveillance, especially among consumers who lack knowl-
edge about the extent and reach of industry’s data extraction.109 

In response, the government rolled out the Trusted Data Sharing Framework to reinforce 
consumer confidence that sharing datasets among businesses adheres to legal, techni-
cal, and regulatory standards and methodologies. The Infocomm Media Development 
Authority clarified that the framework is only a guide for data-sharing agreements for 
the industry and not a tool for compliance to the PDPA.110 Adopting the framework, the 
Association of Banks in Singapore released its Data Sharing Handbook for Banks and 
Non-Bank Data Ecosystem Partners to produce a common approach in planning and 
implementing data-sharing arrangements.111 The Monetary Authority of Singapore also 
called for operational resilience among financial organizations through the revised Tech-
nology Risk Management Guidelines, which aim to mitigate technology risks and dis-
ruptions to businesses and ensure swift recovery.112 The revised guidelines will aid better 
understanding of cyber risk at the senior management level, dealing with third-party 
service providers, enhancing cyber threat intelligence and software development, and 

https://www.smartnation.gov.sg/resources/open-data
https://www.developer.tech.gov.sg/products/categories/digital-identity/myinfo/overview.html
https://opengovasia.com/myinfo-developer-partner-portal-launched-by-govtech-for-developers-and-businesses/
https://ph.news.yahoo.com/comment-singapore-data-breach-damage-banks-health-034851447.html
https://ph.news.yahoo.com/comment-singapore-data-breach-damage-banks-health-034851447.html?guccounter=1
https://www.imda.gov.sg/-/media/Imda/Files/Programme/Data-Collaborative-Programme/Trusted-Data-Sharing-Framework.pdf
https://www.imda.gov.sg/-/media/Imda/Files/Programme/Data-Collaborative-Programme/Trusted-Data-Sharing-Framework.pdf
https://abs.org.sg/docs/library/data-sharing-handbook-for-banks-and-non-bank-data-ecosystem-partners.pdf
https://www.mas.gov.sg/-/media/MAS/Regulations-and-Financial-Stability/Regulatory-and-Supervisory-Framework/Risk-Management/TRM-Guidelines-18-January-2021.pdf
https://www.kroll.com/en/insights/publications/financial-compliance-regulation/mas-technology-risk-management-guidelines-2021


5 0 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

managing IoT devices.113 In 2019, the Ministry of Communications and Information also 
considered including a data portability component as part of the PDPA, to give consum-
ers more control over their data and facilitate interoperability across different sectors to 
benefit start-ups as well as small and medium-sized businesses.114 

Furthermore, the Singaporean government has also beefed up its enforcement of the 
PDPA. A non-profit group, Nature Society, was fined SGD14,000 (just over USD10,000) 
due to a data breach in November 2020 which affected the personal data of 5,131 people. 
The PDPC noted that the organization lacked written policies and practices on data 
privacy laws and did not have a data protection officer.115 Similarly, in March 2022 Yoshi 
Mobile was fined SGD21,000 (just over USD15,000) after an investigation revealed that 
customers’ personal data had been exploited without their consent for financial gain.116

Despite these interventions and initiatives, the ambiguity surrounding data-sharing 
remains a key concern in Singapore’s growing debate on data privacy and security. 
One main area of contention is the exclusion of the public sector from the country’s 
data protection act. Public sector agencies are expected to comply with a different set 
of mechanisms and guidelines under the Government Instruction Manual on Infocomm 
Technology and Smart Systems Management and the Public Sector (Governance) Act.

Erosion of public trust

Public worries on data privacy and security reached a fever pitch at the height of the 
COVID-19 pandemic, crystallized by the controversy over the TraceTogether app.117 
Concerns and criticisms have erupted over the Singaporean government’s use of the app 
beyond its original purpose of contact tracing.118

Contrary to its initial claims, the government soon admitted that the data collected by the 
contact-tracing cloud solution could also be used for law enforcement under the Crim-
inal Procedure Code.119 Minister of State for Home Affairs and Sustainability and the 
Environment Desmond Tan admitted in Parliament that the Singapore Police Force can 
obtain TraceTogether data for criminal investigations.120 Although he assured the public 
that strict measures were being enforced to safeguard personal data, the government’s 
backtracking on its initial claims led some users to delete the app.121

This has undermined the Singaporean government’s credibility, especially among vul-
nerable groups like migrant workers who were mandated to install the app.122 This 
latest controversy has put the spotlight on Singapore’s broader Smart Nation initia-
tives, and specifically on longstanding issues of trust and privacy vis-à-vis data sur-
veillance. The  state’s extensive reach has been painted as “big government” possessing 
techno-authoritarian power.123

https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/PDPC-Public-Consultation-Paper-on-Data-Portability-and-Data-Innovation-Provisions-(220519).pdf
https://www.straitstimes.com/tech/tech-news/nature-society-fined-14000-for-personal-data-protection-breaches
https://www.dataguidance.com/news/singapore-pdpc-fines-yoshi-mobile-sgd-21000-breach
https://www.lowyinstitute.org/the-interpreter/singapore-covid-vs-privacy-no-contest
https://thediplomat.com/2021/01/singapore-backtracks-on-covid-19-tracking-app-privacy-pledge/
https://www.channelnewsasia.com/singapore/singapore-police-force-can-obtain-tracetogether-data-covid-19-384316
https://www.channelnewsasia.com/singapore/singapore-police-force-can-obtain-tracetogether-data-covid-19-384316
https://www.todayonline.com/singapore/some-tracetogether-users-upset-govts-revelation-police-access-data-say-theyll-use-it-less
https://foreignpolicy.com/2020/05/06/singapore-coronavirus-pandemic-migrant-workers/
https://thediplomat.com/2021/01/someone-to-watch-over-me-trusting-surveillance-in-singapores-smart-nation/
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The controversy over the TraceTogether app has exposed growing public concern about 
increased surveillance. In retrospect, the public backlash over the TraceTogether app may 
be symptomatic of the larger challenges that underwrite Singapore’s placing of corporate 
and political-security interests above the individual’s rights to privacy and the provision 
of public goods. The perceived lack of transparency on the part of the government has 
put into question the tradeoffs that come with Singapore’s ambition to become a Smart 
Nation and growing public expectations of privacy rights.124

With its rapid digitalization, Singapore is standing at the crossroads of how to sustain 
its digital economic growth, while also confronting the growing needs of its society for 
privacy and transparency.125 To its credit, the Singaporean government has paid close 
attention to the issue, addressing inclusion, gender parity, and the digital divide. It has 
revised existing laws, and crafted frameworks and guidelines after public consultations 
with key sectors across society. The Infocomm Media Development Authority (IMDA) has 
launched the SG Women in Tech initiative to diversify the workforce in the tech industry, 
as well as the Seniors Go Digital program, to mobilize digital ambassadors and get more 
senior citizens on board the digital transformation track. Mindful of the resource con-
straints among small and medium enterprises (SMEs) on cybersecurity capacity, IMDA 
established the SMEs Go Digital program, which provides consulting chief technology 
officers to assess and help implement digital plans. A Start Digital pack is also available 
to provide SMEs with easy-to-deploy digital solutions for a specific contract period.

Despite such practical interventions, it appears that finding the balance between indi-
vidual privacy and the collective good remains elusive in Singapore’s ongoing digital 
and data revolution. As the fault lines surrounding data surveillance rupture, there is 
a growing consensus among the academic experts, industry representatives, and civil 
society practitioners interviewed for this study that it is imperative that there is a para-
digm shift to bridge the current gaps and shortcomings on how data security and privacy 
is conceived of in the context of Singapore.

Inclusion and equity

The controversy over the TraceTogether app has illuminated the interrelated concepts of 
digital equity and data citizenship, whereby the citizen’s voice is amplified in order to 
tackle the potential disruptions of technology, while emphasizing pragmatism to build 
trust. Digital equity far exceeds the digital divide. The latter perpetuates a binary division 
between the haves and the have-nots, thus limiting the discussion on access and digital 
literacy. As mentioned, the Singaporean government has embarked on key initiatives to 
bridge the gap for vulnerable and underserved communities like women and the elderly, 
but its top-down approach could be complemented with more bottom-up initiatives to 
jump-start digital equity.
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Framing the current issues and developments in Singapore from a digital equity per-
spective will empower society to consider more community-based or grass-roots types of 

approach toward data, beyond its economic value. 
Digital equity is a far more complex continuum 
that considers the interaction of social, economic, 
and technological variations. It means acquiring 
knowledge, capacity, and mechanisms to bring 
a  whole-of-community approach. The COVID-19 
pandemic has further highlighted the gap between 
the rich and poor in the city-state. The implementa-
tion of home-based learning revealed a shortage in 
household access to digital devices. It also under-
scored often overlooked yet salient factors, such as 
the physical environment, connectivity issues, and 
parenting skills that cannot be addressed merely by 
the distribution of laptops and tablets.

On data citizenship, experts also evaluated the role 
of data on public policies and as an economic com-

modity that should benefit not only tech firms, but the entire community. According to 
one informant, Singapore’s adoption of the means-testing approach in granting financial 
assistance based on household income has revealed lapses on inclusivity in the data col-
lection process. It was found that it can disproportionately exclude underserved commu-
nities in hard-to-reach areas. This complicates the delivery of social services, which may 
appear to be good on paper, but is not as efficient in practice. For instance, over-reliance 
on data captured by digital tools may not provide the whole picture about who deserves 
financial assistance based on household income. Digital literacy also remains a key chal-
lenge in other segments of society. There were instances when families signing up for 
broadband services ended up paying more because they lacked the digital competency to 
understand the terms and conditions stipulated in such arrangements.126

Sensitivity about using big data for either commercial or public research is further evident 
when one looks at Singapore’s pursuit of biomedical and health research. Although the 
current explosion of data in Singapore’s healthcare sector considered another engine of 
economic growth, and will help combat the strain of its ageing population on its health-
care system, the issues of research ethics and safeguarding patients’ privacy remain 
significant challenges.127 In spite of the Singaporean government’s proactiveness on its 
data privacy laws, its selective approach of applying the PDPA, which exempts govern-
ment agencies and institutions, continues to raise suspicion. In the aftermath of the 
very public fallout from health-related data breaches in the city-state, an NGO called Big 
Brother Watch cautioned about the possibility of a further erosion of trust in the govern-
ment’s ability to secure individual medical health records.128

Framing the current issues and 
developments in Singapore from 
a digital equity perspective will 

empower society to consider 
more community-based or 

grass-roots types of approach 
toward data, beyond its economic 

value. Digital equity is a far 
more complex continuum that 

considers the interaction 
of social, economic, and 
technological variations

https://lkyspp.nus.edu.sg/docs/default-source/case-studies/big-data-big-problems.pdf?sfvrsn=33b6690a_2
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CASE STUDY
DATA PRIVACY CONTROVERSY SURROUNDING COVID-19  
CONTACT TRACING APP 

In March 2020, Singapore launched TraceTogether, its nationwide COVID-19 
contact-tracing application. The app uses Bluetooth to ping close contacts, 
and the information is then encrypted and stored privately. This information 
would then be decrypted by the Ministry of Health should the user test positive 
for COVID-19.

The government announced that the use of the app or a similar TraceTogether 
token for non-smartphone users would be made mandatory. In the initial days 
following the launch of the app, Vivian Balakrishnan, the minister in charge 
of Singapore’s Smart Nation initiative said, at a press conference in June 
2020, that the “TraceTogether app… and the data generated, is purely for 
contact-tracing. Period.” However, it was later revealed that the data collected 
from TraceTogether could be accessed by the police for criminal investigations. 
At that point, such data had already been used in investigations regarding 
a murder case.

While such a level of surveillance is not necessarily surprising to Singaporeans, 
there was anger and displeasure over the fact that the government had made 
false claims regarding the level of data protection and privacy users of the 
application received. The government then worked on passing new legislation 
that would limit police access to contact-tracing data for investigations in 
seven classes of offenses only.

Despite claims of its robust data regulation practices, by at least one metric Singapore 
was found to still have relatively weak data privacy and security compared to the Phil-
ippines.129 Singapore’s technocratic approach, which promotes open-data platforms to 
achieve transformative governance, has also been accused of perpetuating the status quo 
instead.130 There is an expectation that data can spur new ways of tackling social prob-
lems, whereas it often reinforces the same structural inequities.131

Amid growing interest in privacy and consent, advocates of data citizenship have called for 
a review of the current data-sharing frameworks in Singapore. The distinction between 
data ownership, control, and management has disintegrated with the growing power of 
data brokers and controllers. Data controllers have blurred the process of capturing and 
analyzing data into a single transaction. In any single transaction, the public is dealing 
with unknown and multiple entities. Citizens can no longer identify or distinguish who 

https://www.comparitech.com/blog/vpn-privacy/surveillance-states/
https://firstmonday.org/ojs/index.php/fm/article/view/9851/7746
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controls their data. One informant suggested exploring alternative data approaches to 
challenge the dominant private-sector driven model, which overwhelmingly benefits big 
tech companies. Large ICT firms have the tendency to hoard or over-share data that could 
expose individuals and communities to undue risks without their knowledge or consent. 
Devising more community-based data arrangements can make the value creation sur-
rounding data more equitable, and that can benefit the larger public compared to the 
winner-takes-all model of major western-based tech firms.132

To be fair, most of the informants recognized the Singaporean government’s varied ini-
tiatives to address issues such as inclusion, access, and diversity, but building human 
agency starts not just with top-down strategies but also with an empowered community. 
The Singaporean government has started to organize dialogue oriented around commu-
nity engagements. It has launched the Alliances for Action, an industry-led coalition of 
25  alliances that unites a multi-stakeholder task force from key communities, as well 
as  the private and public sectors.133 It aims to mobilize local communities to identify 
solutions on complex social problems. But one expert pointed out, “the devil is in the 
details,” as the government continues to have a heavy hand in selecting the people who 
participate in these forums, thus influencing the overall outcomes and directions. Never-
theless, multistakeholder activities like Alliances for Action are a good start.134 

As a concrete way forward, one of the experts stressed the importance of reorienting dis-
cussions on data privacy and security to the community level. This involves finding alter-
native governance structures that can complement state-driven interventions. Creating 
a network of knowledgeable and aware communities can reframe discussions on digital 
equity, ensuring stronger buy-in from the public rather than just compliance.

4. CONCLUSION

As data-driven technologies mature, their socio-economic value can bring exponen-
tial benefits. However, potential harms can also arise from such prospects. For highly 
industrialized countries like Singapore, the paradox is even more evident and glaring. 
But despite Singapore’s enthusiasm in embracing data as the backbone of its economy 
and society in the context of Industry 4.0., it has maintained a pragmatic outlook on 
its potential benefits, risks, and harms. It has been very methodological in address-
ing these issues from a regulatory perspective, reinforced by periodic assessments and 
adjustments of laws, guidelines, and regulations in consultation with the public and the 
private sectors.

Reflecting on our conversations and consultations with experts on these issues, they seek 
to advance a more radical paradigm shift that goes beyond regulation or multi-stake-
holder consultation, given Singapore’s vast intellectual and social capital. The  over-
whelming spotlight on a technocratic approach often obfuscates the imperative to arrive 

https://www.channelnewsasia.com/singapore/alliances-for-action-singapore-together-steady-progress-1939981
https://www.mccy.gov.sg/about-us/news-and-resources/press-statements/2021/jun/-/media/F02F66B4152E4C4E81175D0F7E9E2981.ashx
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at a new social consciousness in the digital age, whereby ordinary citizens are cognizant 
of their digital rights that transcend offline and online platforms. The proposed paradigm 
shift necessitates a rethinking of what it means to be a digital citizen or native in the 
emerging digital society. A digital society where citizens are not only treated as passive 
subjects but proactive agents who can participate in a meaningful way.

Although imperfect, a community-based approach can lay the foundation for prag-
matic and alternative paths towards realizing data governance frameworks that can help 
achieve data equity and digital citizenship. Embarking on the proposed radical shift will 
not be easy, especially for Singapore, whose track record of success among its ASEAN 
peers owes much to its political stability and relatively tight control of both governance 
and reforms. However, Singapore has started to think seriously about such issues and 
has carefully laid the initial groundwork. The next challenge ahead is finding the right 
balance between progress and parity to build a profound and equitable digital Singapore.

SINGAPORE
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 The Computer Misuse Act (Cap. 50A) 1993

2 The Cybersecurity Act 2018

Data Protection 3 Personal Data Protection Act of 2012 

4 Personal Data Protection (Amendment) Act 2020

E-Commerce/Trade 5 Electronic Commerce Act 2006 

Sectoral Law 6 The Banking Act 1970, revised 2003 

7 Code of Practice for Competition in the Provision of Telecommunication  
Services 2005

8 The Private Hospitals and Medical Clinics Act, revised 1985
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THAILAND

1. BACKGROUND

Thailand has been discussing crafting its data protection legislation for over 20 years. But 
the dawn of IR 4.0, marked by the emergence of new frontier technologies, accelerated 
the pace for Bangkok to consolidate a legal framework on data privacy and security under 
the Personal Data Protection Act B.E. 2562 (2019)(PDPA).135 However, progress has been 
incremental due to the push and pull effects of various internal and external factors. 

Published on 27 May 2019, Thailand’s PDPA is the country’s first consolidated law on data 
protection. Key principles under the PDPA are highly influenced by the European Union's 
(EU) General Data Protection Regulation (GDPR), especially its extraterritorial applica-
bility.136 The PDPA acknowledges individuals’ right to control how their personal data is 
collected, stored, processed, and disseminated by data controllers.137 It provides lawful 
grounds for the processing of personal data and defines the duties and responsibilities of 
data controllers and data processors.138

Under the PDPA, there is no mandate on data localization, but the data protection obli-
gations apply to all organizations that collect, use, or disclose personal data in Thailand 
or of Thai residents, regardless of whether they are formed or recognized under Thai law, 
and whether they are residents or have a business presence in Thailand.139 This means 
that the extraterritorial effects of the PDPA apply to all data controllers and processors, 
even if they do not maintain any physical foothold in Thailand.

After the PDPA’s publication in the Government Gazette in May 2019, the Personal Data 
Protection Commission (PDPC) was established to oversee its enforcement. Composed 
of 10 members from various fields, ranging from the legal, health, information technol-
ogy, and human resources, to the military, the PDPC is currently drafting the PDPA’s 
sub-regulations.140 Upon the PDPA’s enactment on June 1, 2022, businesses were given 
a grace period of one year to set up new guidelines and establish or adjust their practices 
to comply with the PDPA.141

Thailand’s PDPA builds on existing and quite similar laws and regulations surround-
ing data protection and privacy, such as the Computer Crime Act of 2007 (CCA) and 
the Cybersecurity Act of 2019, which stipulates the specific requirements and obliga-
tions on government agencies and private organizations involved in critical information 
infrastructure to prevent, protect, and manage cyber risks, as well as to employ threat 
response and detection.142 The PDPA and the Cybersecurity Act are designed to comple-
ment one another, guiding businesses, regulators, and government agencies through the 
unfolding technological transformation in Thailand. Both pieces of legislation are also 
expected to form the foundation for Thailand’s “standards-based” digital economic base 
in the short and long haul.143

https://thainetizen.org/wp-content/uploads/2019/11/thailand-personal-data-protection-act-2019-en.pdf
https://thainetizen.org/wp-content/uploads/2019/11/thailand-personal-data-protection-act-2019-en.pdf
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thailands-digital-transformation/
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thailands-digital-transformation/
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thailands-digital-transformation/
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Despite the momentum surrounding the PDPA, its implementation has faced signifi-
cant delays. Although it was planned to go into effect in 2021, an amendment to the Royal 
Decree led to its postponement for another year, moving the enforcement date to June 1, 
2022. Internally, this delay stemmed from the setbacks of the COVID-19 pandemic and 
lack of human capacity at the governmental and institutional level. On the external front, 
pressure to comply with international regimes — in particular, the EU’s GDPR and the 
APEC Cross-Border Protection Rules (CBPR) — delayed Thailand fast-tracking the imple-
mentation. But amid growing concerns and speculation about another postponement, 
the PDPA did in fact go live on June 1, 2022.

2. USAGE AND IMPACT

Despite the drawn-out implementation of Thailand’s data governance regime, its digital 
economy has grown dramatically over the past decade. In 2018, Thailand’s digital economy 
accounted for 17 percent of its GDP.144 The digital content industry serves as the main 
driver of Thailand’s digital economy, mainly comprising gaming, big data, and anima-
tion. Characterized as a hyperconnected nation, 69.5 percent of Thailand’s population are 
online, of which 74.2 percent of those aged between 16 and 64 have purchased a product 
through e-commerce or have accessed online services.145

Data for the digital economy

Like most countries in Southeast Asia, the COVID-19 pandemic affected Thailand’s 
economy, which contracted by 0.3 percent in the third quarter of 2021.146 With strict 
lockdowns and telework set-up, the pandemic forced public and private organizations to 
migrate to online platforms, which experienced a growth of 300 percent in 2021, along-
side increased reliance on cloud services.147 Notwithstanding the aftershocks of the pan-
demic, and political concerns in the country, the digital economy remains on track to 
further expand and reach USD57 billion by 2025.148

The steady rise of Thailand’s digital economy is mainly driven by its current economic 
model, Thailand 4.0. Launched in 2016, Thailand 4.0 focuses on innovation and the adop-
tion of advanced digital technologies powered by big data to devise new engines of growth 
for the country to overcome the middle-income trap.149,150 Specifically, it aims to stimulate 
industrial transformation through the establishment of the Eastern Economic Corridor 
(EEC) to attract foreign investors and boost productivity in the short- to medium-term.151

With Thailand’s increasing digital connectivity and internet penetration, demand for 
hyperscale data centers and cloud technology continues to rise. Data centers and the cloud 
industry will be crucial to support Thailand 4.0 initiatives. Given its rapid pace of digitaliza-
tion, Thailand’s big data market is expected to grow due to rising investment in the country’s 
data center market of up to USD1 billion and USD700 million in cloud services by 2026.152

https://www.boi.go.th/upload/content/BOI_Digital_Economy_Brochure.pdf
https://www.thaienquirer.com/34980/thai-economy-contracts-in-the-third-quarter-due-to-pandemic-effects/
https://www.nationthailand.com/blogs/in-focus/40008944
https://www.bangkokpost.com/tech/2215395/trillion-baht-online-economy-in-sight
https://thaiembdc.org/thailand-4-0-2/
https://www.reuters.com/brandfeatures/thailand-advancing-into-the-future/digitalizing-thailand
https://www.boi.go.th/upload/content/Thailand,%2520Taking%2520off%2520to%2520new%2520heights%2520@%2520belgium_5ab4f8113a385.pdf
https://www.boi.go.th/upload/content/Thailand,%2520Taking%2520off%2520to%2520new%2520heights%2520@%2520belgium_5ab4f8113a385.pdf
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?utm_source=BW&utm_medium=PressRelease&utm_code=d6nbcp&utm_campaign=1551593+-+Thailand+Data+Center+Market+Investment+Analysis+and+Growth+Opportunities+Report+2021-2026&utm_exec=chdo54prd
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As big data becomes increasingly vital to the success of Thailand 4.0, the Thai parliament’s 
recent enforcement of the PDPA will be instrumental to ensure sustained growth of its 
digital economy. Ideally, the PDPA can provide the proper guidelines for businesses on 
data storage protocols, data logs, and unauthorized access, boosting the upward trajec-
tory of Thailand’s digital economy. With the implementation of the PDPA, businesses and 
organizations are now legally compelled to adopt adequate policies and procedures to 
protect against massive data breaches that could expose thousands of personal records. 
If the PDPA is implemented correctly, large firms and SMEs can potentially avert or min-
imize possibly unquantifiable reputational damage, resulting in public backlash and loss 
of investor confidence.

As Thailand vies to become ASEAN’s digital hub, the implementation of the PDPA is a sig-
nificant step in permitting the movement of critical data within and beyond the country’s 
borders. The PDPA sets the stage for Thailand to strengthen formal discussions on data 
flows through mechanisms such as model contractual clauses or equivalency certifica-
tions with other countries or jurisdictions. Furthermore, the PDPA’s implementation also 
enhances Thailand’s competitive standing in the digital economy, putting it in a better 
position to maintain and even attract more foreign investment from important markets 
like the EU. As one informant shared, previous bans and restrictions by the EU that 
impacted Thailand’s fishing and civil aviation industries have been cautionary lessons for 
the country’s booming tech industry153 — making the implementation of the PDPA in line 
with international data protection regimes like the GDPR a top and urgent priority.

In the foreseeable future, the PDPA’s implementation will help lower the risk of Thailand’s 
vulnerability to cyber threats. Businesses can mitigate additional costs and even fines. 
More importantly, it can help the tech industry to truly optimize the benefits and oppor-
tunities of cross-border data flows or venture into joint research and development con-
tracts with foreign entities, all of which will benefit the 10 priority industries under 
Thailand 4.0. At the regional level, Thailand’s productive participation on digital trade 
could be increased through its membership of the Regional Comprehensive Economic 
Partnership (RCEP) or by eventual accession to the  Comprehensive and Progressive 
Agreement for Trans-Pacific Partnership (CPTPP).

Yet despite the projected benefits and advantages of the PDPA’s enforcement, it remains 
to be seen how it can be genuinely implemented to deliver practical outcomes, given the 
lack of human and technical capacity, especially among government agencies and regu-
lators, to guarantee compliance among all concerned.154 Also, as noted, during its initial 
rollout the private sector faced the complex and dizzying task of implementing and inter-
preting provisions of the PDPA.155 A 2020 PDPA survey conducted by PwC among private 
companies in Thailand found that although 75 percent of companies were aware of the 
PDPA’s policies and procedures, 51 percent were still in the initial stages of implemen-
tation and 34 percent were still contemplating how to implement it.156 The majority of 
companies (60 percent) had not yet appointed a data protection officer, while 30 percent 

https://www.pwc.com/th/en/tax/personal-data-protection-act/most-companies-are-aware-of-pdpa-requirements.html
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had not even set up a dedicated team for data privacy tasks.157 

Interpreting the PDPA was also a major challenge among businesses. Due to the limited 
guidance available at that time, 46 percent of the surveyed companies were just integrating 
the new policies on data protection into existing marketing processes or privacy notices. 
Ensuring compliance under the PDPA will be the next challenge for government and regu-
latory agencies. As businesses and organizations adjust to the PDPA, it remains uncertain 
how the government will respond to potentially mounting inquiries due to issues relating 
to available manpower and expertise — issues that will be further tackled below.

Data for public policy

Under its Open Government Data model and its related policies and initiatives, the Thai 
government has begun to harness the value of big data for public policy interventions. 
In 2013, it established the Digital Government Development Agency (DGA) and the Office 
of the Public Sector Development Commission (OPDC) to lead its Open Government 
Data initiative. The DGA is tasked with managing the Open Government Data center that 
gives easy access to members of the public and private sectors on relevant government 
data. Under the Open Government Partnership, the Thai government has encouraged the 
private sector, academia, and civil society to build an ecosystem that promotes the usage 
of the Open Government Data center.

The DGA coordinates with various government agencies on the selection of high-value 
datasets and encourages public participation.158 In 2015, the Thai government published 
its first Open Data Strategy, with 10 principles to guide public sector organizations in 
releasing government data for public access and consumption. As of May 2022, the Open 
Government Data of Thailand hosted 5,858 data sets catalogued in various data groups 
from the economy, finance, and agriculture, to education.

Similarly, the Digital Economy Promotion Agency 
considers data as a critical component to drive 
new business models and promote innovative col-
laboration between the public and private sectors. 
The  Ministry of Digital Economy and Society 
plans to collate datasets from 20 ministries to 
create a centralized big data management system 
to monitor the progress of government projects 
and combat corruption.159 Government data will 
be categorized into sensitive or national security 
data, important data, and general data. The end goal is to create a data analytics system 
to create a digital ecosystem.160 The government also plans to share the datasets with the 
broader public, especially the private sector and the local start-up community, so that 
they can use government data to develop solutions.161,162 

The Digital Economy 
Promotion Agency considers 
data as a critical component to 
drive new business models and 
promote innovative collaboration 
between the public and 
private sectors 

https://data.go.th/en/
https://data.go.th/
https://www.bangkokpost.com/business/1420115/big-data-panel-to-direct-countrys-digital-transition
https://www.bangkokpost.com/business/1420115/big-data-panel-to-direct-countrys-digital-transition
https://www.techinasia.com/thailand-big-data-government
https://www.bangkokpost.com/business/1222574/public-records-online-by-2021
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Despite its intent, the Open Government Data initiative has been less successful in 
attracting public support. The lukewarm approach to using the data center among gov-
ernment agencies at the departmental and provincial levels has militated against their 
increased adoption of more data-driven policies. Deficiency in the government’s tech-
nical and administrative support impedes its usability. The lack of a standardized 
approach to submitting data in machine-readable formats also inhibits data searchabil-
ity and interoperability.163

The use of data also played an important role in how the Thai government combatted 
the spread of COVID-19 within its borders. Thailand’s initial success in its pandemic 
response was aided by a robust contract-tracing capacity through the Rapid Response 
Teams, Village Health Volunteers,164 and a mobile application known as MorChana.165 
The Department of Disease Control and the Office of the National Broadcasting and 
Telecommunications Commission used the Bluetooth-powered MorChana to monitor 
and track the geolocation of individuals, identify high-risk infection sites, and prompt 
rapid responses from health authorities.166

Although the app was not voluntary, it lacked solid provisions on consent, privacy risk 
assessment, and encryption, raising a whole range of data privacy and security issues.167 
From the onset, the mobile app stated that only public health authorities could access 
the data. However, the extent of the government’s power to collect, use, or disclose users’ 
personal data was unclear.168 A comparative study on Southeast Asia’s contact tracing 
apps showed that MorChana was the most intrusive. It used the greatest number of per-
missions to access an individual’s mobile phone features — camera, device, app history, 
location, microphone, photos, media, files, and phone storage — for contact tracing, but 
did not provide a substantive explanation on its privacy notice.169

Mounting data privacy concerns over MorChana were evident in the very low numbers 
of the app’s downloads. Addressing data-privacy related issues, the Thai government 
reconfigured the app. But this was still not adequate to gain public confidence that the 
new version of MorChana protected their privacy sufficiently.170 

Although MorChana as a service was terminated on June 1, key lessons can be drawn 
about the highly problematic management of data in Thailand. As the PDPA was still 
not fully enforced at that time, there was no legal oversight on data collected from, and 
stored by, MorChana. Given the storage of MorChana’s data on U.S.-based Amazon Web 
Services, there were concerns about the implications of America’s 2018 Clarifying Lawful 
Overseas Use of Data (CLOUD) Act for foreign access to Thai data.171 Conversely, the plan 
to openly share government data for commercial use with private entities could also be 
affected by its lack of defined parameters. If not managed under regulatory oversight, 
this situation could be exploited and result in possible data breaches.

Taken altogether, the delays in implementing the PDPA not only incurred possible mon-
etary losses, but also endangered civil liberties through unwanted surveillance both by 

https://www.oecd-ilibrary.org/sites/90d0ec9a-en/index.html?itemId=/content/component/90d0ec9a-en
https://bmcinfectdis.biomedcentral.com/articles/10.1186/s12879-022-07046-6#:~:text=Thailand's%2520successful%2520initial%2520response%2520to,Influenza%2520%255B1%252C%25202%255D.
https://bmcinfectdis.biomedcentral.com/articles/10.1186/s12879-022-07046-6#:~:text=Thailand's%2520successful%2520initial%2520response%2520to,Influenza%2520%255B1%252C%25202%255D.
https://www.dga.or.th/
https://www.nortonrosefulbright.com/-/media/files/nrf/nrfweb/contact-tracing/thailand-contact-tracing.pdf?revision=8e2d0a90-8ff1-4e18-9fc5-ab8a3840f145
https://www.dpexnetwork.org/articles/comparative-review-contact-tracing-apps-asean-countries
https://digitalreach.asia/digital-contact-tracing-thailand/
https://digitalreach.asia/digital-contact-tracing-thailand/
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the Thai government and, possibly, other external actors using third-party contractors. 
As  the PDPA comes into force, there are high expectations that the public and private 
sectors will no longer rely on ad hoc rules and procedures mainly influenced by the EU 
GDPR.172 In the long run, the PDPA’s enforcement could potentially repair public trust. 
But one must remain only cautiously optimistic given the outstanding challenges, which 
will be further outlined below.

CASE STUDY
DATA BREACHES IN THE BANKING SECTOR

In August 2018, cyberattackers stole data belonging to more than 
123,000 customers from Kasikornbank (KBank) and Krungthai Bank (KTB) 
in what appeared to be “the first massive data leak to hit [Thai] financial 
institutions.” The stolen data included corporate client and retail consumer data, 
but not financial transaction data. Immediate action was taken by the banks 
following the cyberattack. KTB president Payong Srivanich stated that the 
bank set up a war room and started inspecting the data breach within 12 hours 
of detecting the attack. Data breaches like these have prompted the Thailand 
Banking Sector Computer Emergency Response Team (TB-CERT), a unit 
under the Thai Bankers’ Association (TBA), to investigate how to strengthen 
the cybersecurity system of the banking sector.

Security experts have raised concerns about Thailand’s lack of readiness in 
cybersecurity. However, Thailand’s newly enacted PDPA should provide clearer 
guidance and standards on data protection and security.

3. CHALLENGES AND PROSPECTS

Before the implementation of the PDPA this June, some members of the public and 
private sectors had developed their own codes of conduct.173 The healthcare sector strug-
gled the most to adopt and comply with the PDPA’s pending implementation, given the 
long shadow of the pandemic. Migrating to online channels and setting up data protec-
tion procedures could impact the healthcare industry’s day-to-day operations. Luckily, 
SMEs were exempted from the urgency to enforce the PDPA because of their limited size 
and resources.174 As Thailand anticipated the PDPA’s implementation, parallel discussions 
that revolved around consent, surveillance, inclusion, and equity also gained momen-
tum — deliberations that will continue as the PDPA seeks to deliver on its promise to 
raise the bar for data protection.
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Gaps in the PDPA guidelines

As digitally savvy citizens, Thais are increasingly becoming deeply concerned about their 
individual rights to privacy, demanding more transparency from the government and 
the  private sector. As discussed previously, the main impediment to the enforcement 
of the PDPA was a lack of capacity within the ranks of the government but, additionally, 
some in the banking and finance sector were also initially resistant to the high standards 
of data protection involved.175 Fortunately, a sizeable majority in the private sector sees 
the value of the PDPA, despite their lack of technical understanding on data protection 
standards. Industry considers the PDPA as a positive development rather than a burden. 
Companies view the PDPA as an important instrument to maintain and expand their 
market share within and outside Thailand, especially in the EU. Interestingly, digital 
brands use the PDPA to set them apart from their competitors and create an image of 
legally compliant and transparent entities.176

Despite the positive outlook of the private sector and the public on the PDPA’s implemen-
tation, there are still major issues with the PDPA itself. On the surface, it appears that 
Thailand is utilizing the GDPR, both as a compliance mechanism to maintain its market 
access and digital competitiveness, especially in critical markets like the EU, but also 
simultaneously using it to project a veneer of legitimacy — that it truly will promote the 
fundamental digital rights of its citizens. Closer scrutiny reveals that certain provisions in 
the PDPA afford the Thai government some preferential exemptions, while also allowing 
it to exercise a relative degree of flexibility to expand its powers should it deem necessary. 
For instance, the PDPA mandates the outright exclusion of public authorities involved in 
national security, law enforcement, and the National Credit Bureau.177 The definition of 
personal data is also unclear as to whether it covers IP addresses and cookie identifiers. 
Furthermore, the PDPA does not define anonymized or pseudonymized data.178 On the 
matter of cross-border data transfers, the PDPA has a high penalty for non-compliance, 
which could result in imprisonment for a term not exceeding one year.179 

At the operational level, government officials and employees are not fully equipped to 
implement the PDPA because of a human capacity shortage. Government agencies are 
not well-versed on the technicalities of data protection and are still in the very early stages 
of understanding concepts like data portability. Added to this are the usual bureaucratic 
challenges which impede intergovernmental co-ordination. High standards are ideal, 
but without adequate human capacity on the ground to implement them, enforcement 
becomes weak and fragmented.

State surveillance and censorship

Harmonization of the PDPA guidelines with existing laws, such as the Cybersecurity 
Act  and the Computer Crime Act (CCA), presents another challenge, particularly 
over  the  contentious issues of censorship and surveillance. Thailand’s passage of the 
Cybersecurity Act in 2019 faced resistance from civil liberty advocates, internet 

https://digitalreach.asia/digital-contact-tracing-thailand/
https://www.dataguidance.com/premium?type=sites&destination=sites/default/files/gdpr_v_thailand_updated.pdf.
https://www.reuters.com/article/us-thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSKCN1QH1OB
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companies, and business associations.180 The controversial internet security law, decried 
as “cyber martial law,” allows the National Cybersecurity Committee to summon individ-
uals for questioning, as well as enter any private property without a court order, in case 
of actual or anticipated “serious cyber threats.”181

Critics claim that this law would allow Thailand’s military-led agencies to access private 
data, computer networks, and devices. The law would also afford the government the 
ability to further censor critics and easily categorize them as threats to national securi-
ty.182 Opponents argue that the CCA imposes unnecessary limits on freedom of expres-
sion and curtails individual rights to information. 
Similarly, it is also highly intrusive, compelling 
business organizations to provide information on 
the online activity of their staff and clients.183 

The alleged excessive use and abuse of data-driven 
technologies for surveillance and censorship 
stretches as far as Thailand’s Southern Border 
Provinces. Human rights activists have cited the 
increasing use of biometric registration to conduct 
monitoring and racial profiling of ethnic Malay 
Muslims.184 The proliferation of surveillance tech-
nologies, combined with militarization of the area, have led to further mistrust among 
members of the ethnic minorities of the government’s deployment of biometric technol-
ogies for data collection.185 One informant said that he hoped the PDPA would serve as a 
check and balance to the cybersecurity law and the CCA, arguing that the law would be 
critical for supplying regulatory and judicial oversight against possible abuse of power, 
particularly in terms of seizing personal data and surveillance.186

Inclusion and equity

As public policies become increasingly reliant on datasets collected through smart censors 
and e-government service delivery platforms, some ethnic or tribal communities are not 
able to productively participate, due to low or no knowledge of connecting to or using 
ICT networks and infrastructures.187 This eventually results in poorly designed, or worse, 
discriminatory public policies, because data points and indicators are sourced through 
flawed and partial processes. The exclusion of indigenous groups not only aggravates 
their impoverished conditions, but also further complicates sensitive issues on custom-
ary rights to land ownership.188 

With their plight left unheard and often neglected in national laws and policies, 
indigenous communities have become more proactive in asserting their rights to land, 
territory, and natural resources. Through a network of ethnic community partnerships 
across the Mekong region, in collaboration with non-governmental organizations and 

The proliferation of surveillance 
technologies, combined with 
militarization of the area, have 
led to further mistrust among 
members of the ethnic minorities 
about the government’s 
deployment of biometric 
technologies for data collection

https://www.reuters.com/article/us-thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSKCN1QH1OB
https://www.reuters.com/article/thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSL3N20G3R5
https://unesdoc.unesco.org/ark:/48223/pf0000380351
https://www.codastory.com/authoritarian-tech/surveillance-muslims-thailand/
https://www.codastory.com/authoritarian-tech/surveillance-muslims-thailand/
https://www.devex.com/news/while-aid-focuses-on-refugees-thailand-s-hill-tribes-are-forgotten-102869
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://www.codastory.com/authoritarian-tech/surveillance-muslims-thailand/


6 4 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

academic experts, over 80 villages across Thailand have started to produce their own 
community maps.189 The proactiveness of indigenous communities in the land-mapping 
process helps ensure that data collated in hard-to-reach villages are reflected and aggre-
gated at the national level. Highlighting the indigenous communities’ agency is critical. 
It helps correct, at the very onset, the propagation of stereotypes that are often linked to 
data or images captured and disseminated through new media or open-source tools like 
geo-tags. These stereotypes often then go on to be perpetuated by government census 
bureaus or external parties such as international donor partners.

On female empowerment, Thailand’s promulgation of the 2015 Gender Equality Act was 
a significant step in closing the gender data gaps that have consequences in the formu-
lation of gender-responsive policies. However, the bill’s impact has been limited due to 
its “exemption for possible gender discriminatory practices for reasons of religious prin-
ciples or national security.” Deeper criticisms of the law stem from its absent definition 
of “gender, gender status, gender orientation, violence from sexual cause and sexual 
assault,”190 which puts members of the Lesbian, Gay, Bisexual, Transgender, Queer, 
and Intersexed (LGBTQI) Community at the higher risk of gender-data exclusion and 
discrimination.191 It raises the barriers for the LGBTQI community to assert their rights 
to health, education, and work, while failing to provide legal barriers against harassment, 
bullying, and discrimination.192

Whereas Thai universities, workplaces, and media organizations have become increas-
ingly tolerant of gender diversity, government online portals and services will need to 
improve their gathering and dissemination of sex-disaggregated data.193 Embedding 
clearer definitions of gender in the country’s Open Government Data initiatives, as well 
as in other existing public-private partnership programs, can better contribute to mean-
ingful policy dialogue on health, education, financial, and digital inclusion based on 
historical and accurate data.

According to its Voluntary National Review of the 2030 Agenda for Sustainable Devel-
opment, Thailand boasts of marking milestones under the UN Sustainable Development 
Goals (SDGs).194 However, it has also acknowledged the limitations of its self-formulated 
SDG indicators, based on the availability and quality of data from civil registration, vital 
statistics, censuses, and surveys, as well as information from open data systems, big data 
and remote sensing195. This judgement is further corroborated by the Voluntary National 
Review’s exposition of Thailand’s prevailing challenges in gathering complete, secure, 
and impartial data across its geographically and ethnically diverse population. Therefore, 
the PDPA’s implementation will be fundamental to anchor Thailand’s approach in devel-
oping inclusive and equitable policies to propel a sustainable digital economy.

https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://myapps.rmit.edu.au/nidp/saml2/sso
https://www.unwomen.org/en/get-involved/step-it-up/commitments/thailand
https://tbinternet.ohchr.org/Treaties/CEDAW/Shared%2520Documents/THA/INT_CEDAW_IFN_THA_27198_E.pdf
https://tbinternet.ohchr.org/Treaties/CEDAW/Shared%2520Documents/THA/INT_CEDAW_IFN_THA_27198_E.pdf
https://www.thaienquirer.com/22048/thailands-gender-equality-act-five-years-on/
https://www.thaienquirer.com/22048/thailands-gender-equality-act-five-years-on/
https://www.hrw.org/sites/default/files/media_2021/12/thailand1221_web.pdf
https://thailand.opendevelopmentmekong.net/topics/sustainable-development-goals/
https://sustainabledevelopment.un.org/content/documents/16147Thailand.pdf
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4. CONCLUSION

After much delay and anticipation, Thailand’s PDPA is now online. However, to fully 
harness the benefits of its newly-minted data governance regime, Bangkok will still need 
to address fundamental issues in the pipeline; from clarifying provisions of consent and 
training human personnel, to addressing the need for more inclusive digital develop-
ment. Amid rising concern over state surveillance, the enforcement of the PDPA could 
help repair the deteriorating trust deficit between the government and the local Thai pop-
ulation. There is cautious optimism that the PDPA can insulate Thai citizens from unwar-
ranted government censorship and the private sector’s mismanagement of users’ data.

But as Thailand positions itself as a regional contender in the rapidly growing internet 
economy, the larger question that looms over Bangkok is how it will evolve from being 
a follower to becoming a trendsetter in the international standards landscape. The for-
mulation and the implementation of the PDPA is a good starting point, showing Thai-
land’s ability to draw best practices from international standards like GDPR and applying 
its distinct modifications. The longer-term challenge for Thailand is how it can capitalize 
on digital economic integration to assert its agency, as well as preserve a level of auton-
omy, while reacting to unfolding international norms on data governance.

THAILAND
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 Cybersecurity Act of 2019 (CSA)

2 Cyber Crime Act

Data Protection 3 Personal Data Protection Act 2019

Privacy 4 Computer Crime Act 2007

E-Commerce 5 Electronic Transactions Act of 2001

6 Direct Sale and Direct Marketing Act 

7 Consumer Protection Act of 1979

8 Unfair Contract Terms Act of 1997

9 Payment Systems Act of 2017
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VIET NAM

1. BACKGROUND

Viet Nam’s landscape of data governance is a collage of legal instruments variously 
reflected in the country’s constitution, criminal code, civil code, and a raft of sectoral and 
procedural regulations. 

Taken together, the Ministry of Public Security’s (MPS) much-anticipated Draft Decree 
on Personal Data Protection (“draft PDPD”) and the Draft Decree on Sanctions against 
Administrative Violations in Cybersecurity (“draft cybersecurity decree”) constitute 
the government’s ambitious effort at consolidating its numerous regulations into one 
comprehensive law.

The draft PDPD was released for public consultation in February 2021 and was originally 
scheduled to take effect in December 2021.196 At the time of writing, the draft PDPD is still 
pending enactment, although a revised version appears to have been approved with the 
government’s issuance of Resolution No. 27/NQ-CP in March 2022. That version has yet 
to be disclosed. It appears that with the Resolution’s authorization of the MPS to further 
develop the PDPD in consultation with the Standing Committee of the National Assem-
bly (SCNA), other amendments may be possible. As of the time of writing, this process 
seems likely to cause further delay to the enactment of the PDPD as the MPS is not due 
to submit the final version of the PDPD to the government for issuance till May 2022.197

Similarly, the draft cybersecurity decree was released for comments from September to 
November 2021, with an expected promulgation date soon after. As of the second quarter 
of 2022, however, its enactment remains forthcoming. Paradoxically, although this doc-
ument offers clarifying guidelines to several provisions of Viet Nam’s controversial Law 
on Cybersecurity 2018, the draft cybersecurity decree differs from the Law on Cybersecu-
rity by taking a narrower approach to data localization, perhaps in response to industry’s 
forceful representations.198 Given the decree is meant to operationalize the law, it will 
be interesting to see how this divergence is resolved when the final version of the decree 
takes effect.

The government’s data localization requirement has been one of the most scrutinized 
aspects of its data governance framework, seen by business and industry as prohibitive 
to the development of a robust and secure digital economy, but viewed by the govern-
ment as fundamental to preserving digital sovereignty and “social order and safety.”199 
For Hanoi, striking a balance between the two is proving an urgent challenge, particu-
larly in light of its commitments under the Comprehensive and Progressive Agreement 
for Trans-Pacific Partnership (CPTPP) and the country’s newly-issued National Strategy 
for Development of Digital Economy and Digital Society by 2025, Orientation to 2030.

https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-nhan-465185.aspx
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-a-full-data-privacy-law
https://www.bsa.org/sites/default/files/2019-03/06052018VNJointIndustrySubmissiondraftCybersecLaw.pdf
https://www.economica.vn/Content/files/LAW%20&%20REG/Law%20on%20Cyber%20Security%202018.pdf
http://www.asemconnectvietnam.gov.vn/default.aspx?ZID1=3&ID1=2&ID8=118296
http://www.asemconnectvietnam.gov.vn/default.aspx?ZID1=3&ID1=2&ID8=118296
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Prime Minister Phạm Minh Chính’s January 2022 decision (Decision 06/QD-TTg) 
“to approve the Scheme on developing the application of data on population, identifica-
tion, electronic authentication data for national digital transformation in the 2022–2025 
period, with a vision toward 2030” paves the way for a full-fledged personal data protec-
tion law that would be more comprehensive than the PDPD.200 The decision directs the 
MPS to conduct research and consultation to draft such a law by 2024.

2. USAGE AND IMPACT

Consultations with informants revealed that tensions between the utility of data flows to 
advance the economy, on the one hand, and its implications for national security, on the 
other, pervade the discourse on data governance in Viet Nam.

Data for the digital economy

Viet Nam’s goal is for the digital economy to account for 20 percent of its gross domes-
tic product (GDP) by 2025. In the first half of 2021, one year into the pandemic, more 
than half (55 percent) of the country’s eight million 
new digital consumers logged on from non-metro 
areas. Its e-commerce sector grew 53  percent 
year-on-year in 2021 and its overall internet 
economy is projected to reach USD57  billion in 
value by 2025.201

Yet, despite this bullish commercial outlook, Hanoi remains conscious about the head-
winds it faces, especially against the backdrop of recovery from the pandemic, in order to 
achieve the 20 percent digital economy goal it set out for itself over the next three years. 
That would require maintaining an average annual growth of the digital economy at 
about 20 percent, a rate three times higher than the expected annual GDP growth.

Under normal circumstances, the Ministry of Information and Communications estimates 
that the digital economy will account for only 10.4 percent of GDP by 2025, with the ICT, tel-
ecommunications, and internet economy together accounting for about 7.9 percent of GDP. 
With an emphasis on digital transformation, the digital economy could reach 19.9 percent 
of GDP. A “breakthrough scenario”, however, could see the digital economy contributing 
26.2 percent to GDP, surpassing the 20 percent target rate. This would warrant the con-
certed development of national strategies and programs; the review and amendment of 
certain laws, mechanisms, and policies; and an acceleration of the implementation of the 
National Digital Transformation Program, including skills training.202

Over the last few years in Viet Nam, there has been growing recognition that domestic 
reforms will have to be made in order for this digital transformation to keep pace with 
the government’s agenda.203 Since data drives digital transformation, Hanoi must achieve 

Viet Nam’s goal is for the digital 
economy to account for 20 
percent of its gross domestic 
product (GDP) by 2025

https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://services.google.com/fh/files/misc/vietnam_e_conomy_sea_2021_report.pdf
https://en.vietnamplus.vn/three-scenarios-to-help-digital-economy-make-breakthrough-by-2025/220950.vnp
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a fine balance between enabling data flows for ease of business and regulating it enough 
to ensure data is protected. In the face of domestic constraints, external pressures some-
times help. In November 2018, Viet Nam ratified the CPTPP. On January 2019, the CPTPP 
entered into force in the country, starting the five-year clock for Hanoi to realign its data 
localization requirements with its obligations under the CPTPP’s e-commerce chapter.

Viet Nam’s position on data localization is primarily outlined in three of its legal instru-
ments: the Law on Cybersecurity 2018, the draft cybersecurity decree, and the draft 
PDPD. Of the three, the Law on Cybersecurity is broadest in scope. Article 26 states that 
all domestic and foreign enterprises offering services “on telecommunication networks 
or the internet and value-added services in cyberspace in Viet Nam” must locally store 
data related to those services for a period specified by the government. Foreign com-
panies must also establish a branch or representative office in Viet Nam. There are no 
exceptions to this provision.

By contrast, Article 26 of the draft cybersecurity decree narrows the scope of localization 
to when the foreign provider has full knowledge that their service or platform is being 
used to commit offences and the provider fails to mitigate or remedy the situation.204 
Additionally, the mandate for localization only applies to foreign companies engaged in 
certain services. These include telecommunications, data storage, domain name service, 
e-commerce, online payment, social networking and media, and online electronic games. 
However, this list remains an expansive one and industry players have urged for localiza-
tion to be restricted to only the most sensitive national security data, if necessary, and 
for localization to exclude enterprises that do not disseminate information to the public, 
such as enterprise software and cloud service providers.205

The initial version of the draft PDPD circulated for public comments stipulates four 
conditions determining the transfer of personal data from Viet Nam abroad. These are 
consent from the data subjects, storage of the original data in Viet Nam, proof of the 
recipient country having at least equivalent personal data protection levels (the “ade-
quacy” requirement), and a written approval for transfer from the Personal Data Protec-
tion Commission (PDPC). The draft PDPD also requires data controllers or processors 
that transfer data abroad to store data transfer history for three years.206

An exemption may be applied to all these conditions. However, this exemption is itself 
conditional on consent from the data subject, PDPC approval, a commitment of data pro-
tection from the data processor, and/or a commitment from the data processor to apply 
data protection measures. It is unclear if the data transferor will need to meet any or all 
four conditions to be exempt.

Since the approved version of the draft PDPD has not yet been released, the question 
remains whether these provisions will make the final cut of the decree, given the foresee-
able compliance costs and delays businesses will face.207 In its comments on the outline 
of the draft PDPD in November 2020, the Asia Internet Coalition, comprising technology 

http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://hhttps//www.economica.vn/Content/files/LAW & REG/Law on Cyber Security 2018.pdf
https://www.bsa.org/policy-filings/vietnam-bsa-comments-on-draft-decree-implementing-law-on-cybersecurity
https://aicasia.org/wp-content/uploads/2020/02/AIC-Comments-on-Outline-of-Draft-Decree-on-Personal-Data-Protection-EN.pdf
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giants such as Airbnb, Amazon, Expedia Group, Facebook (Meta), Google, and Grab, 
expressed concern that the restriction of cross-border data flows would not only hinder 
investment and innovation but could also result in greater cyber insecurity. 

Data for public policy

Viet Nam’s digital transformation plans for improved public services delivery can be 
traced back to the mid-2000s.208 In 2018, frustrated by the slow implementation of the 
2010–2020 Master Program on Public Administration Reform, the then prime minister 
Nguyễn Xuân Phúc (now Viet Nam’s president) established a high-level national com-
mittee for e-government comprising ministers and industry leaders to improve public 
administration and the business environment, as well as eradicate fraud and corruption. 
The government even reached out to Japan for support in fast tracking the operationali-
zation of Viet Nam’s e-government policy.209 

In June 2021, the prime minister issued the country’s very first e-government strategy 
(Decision No. 942/QD-TTg), with specific efficiency targets to be achieved by 2025. These 
include requirements for people to declare their data only once, for at least 80 percent of 
administrative documents to be wholly processed online, for 100 percent of state agen-
cies to provide online services around-the-clock, for 100 percent of officials to have 
digital identities, and for each citizen to possess a digital identity and QR code.210 
Significantly, the strategy calls for an assertive push to develop national databases on 
Viet Nam’s population, land, and enterprises, with specialized, sectoral data on finance, 
insurance, agriculture, and health, among others, in order to achieve its goal of being 
ranked by the United Nations as one of the world’s top 30 countries in e- and digital gov-
ernment by the year 2030. In 2020, Viet Nam ranked 86th out of 193.211 This 2021 strategy 
is simply one component of the government’s larger national digital transformation plan, 
in addition to its various other resolutions and strategies on the Fourth Industrial Revo-
lution and sustainable development.212

In response to the COVID-19 pandemic, Viet Nam 
rolled out several digital health applications, most 
of which were new, although at least one had long 
been in existence and was adapted to account for the 
coronavirus. The national electronic Communicable 
Disease Surveillance system (eCDS) was the first 
nationwide, computerized collection of case data 
on hospital admissions. It was developed in 2004, 
and over the years surveilled outbreaks of dengue; 
hand, foot, and mouth disease; severe acute res-
piratory infections; and Zika. However, the limitations of the eCDS in capturing follow-up 
case information prompted the Ministry of Health to develop a COVID-19-specific online 
case management software for control measures and risk communication.213

In response to the COVID-19 
pandemic, Viet Nam rolled out 
several digital health applications, 
most of which were new, although 
at least one had long been 
in existence and was adapted 
to account for the coronavirus

https://www.itu.int/en/ITU-D/Regional-Presence/AsiaPacific/Documents/Events/2017/Sep-SCEG2017/SESSION-2_Vietnam_Mr_Lap_Hien_Do.pdf
https://openjicareport.jica.go.jp/pdf/12345229.pdf
https://english.luatvietnam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.mic.gov.vn/Pages/TinTuc/tinchitiet.aspx?tintucid=147615
https://publicadministration.un.org/egovkb/en-us/Data/Country-Information/id/189-Viet-Nam
https://www.frontiersin.org/articles/10.3389/fpubh.2021.672732/full
https://www.frontiersin.org/articles/10.3389/fpubh.2021.672732/full
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As in neighboring countries in Southeast Asia, Viet Nam also deployed a Bluetooth-based 
contact tracing app, with theirs called Bluezone. Unsurprisingly, the app raised privacy 
concerns among some, despite the government’s assurances of confidentiality, anonym-
ity, and transparency. This apprehension was accentuated by larger misgivings about 
state surveillance under Viet Nam’s model of government. However, a privacy review of 
contact tracing apps in Southeast Asia by a local team from the International Association 
of Privacy Professionals found that Bluezone, together with Singapore’s TraceTogether 
app, actually used the least number of permissions to perform its functions when com-
pared against other apps.214 MIT Technology Review’s larger survey of 25 contact tracing 
apps around the world credited Bluezone for using a voluntary, decentralized, and trans-
parent system, but found that the app nevertheless required access to contacts and other 
media such as photos on the user’s mobile device.215 

Although there was a low initial uptake of only about 100,000 downloads of Bluezone 
when it was launched in April 2020, that number shot up to 20 million in a span of only 
four months as a government campaign galvanized public support for doing the right 
thing by protecting the individual, community, and country.216 Any unease about the data 
security and privacy of Bluezone seemed to have been overridden by a stronger sense of 
community and public confidence in government in the earlier stage of the pandemic.217 
However, that confidence dipped dramatically among policy elites as Hanoi’s perfor-
mance rating took a hit in 2022 after the surge of the COVID-19 Delta variant and a slow 
national vaccination roll-out in 2021.218

CASE STUDY
DATA SHEDS LIGHT ON VIOLENCE AGAINST WOMEN 

In 2010, a nationwide survey conducted by the General Statistics Office 
(GSO) of Viet Nam shed light on the prevalence and severity of the violence 
experienced by women on a nationwide scale. Fifty-eight percent of women 
reported experiencing physical, sexual, or emotional abuse by their husbands, 
and 87 percent had not sought any form of help.

Prior to the survey, little was known about the true extent of the violence 
women faced in Viet Namese society, as it was traditionally viewed as a private 
family affair which was not to be discussed in public settings. The Vietnamese 
authorities had no information to guide policymaking and government strategies 
and it was difficult to improve the legal framework or challenge the cultural 
stigma surrounding the issue.

https://southeastasiaglobe.com/bluezone-contact-tracing-app/
https://southeastasiaglobe.com/bluezone-contact-tracing-app/
https://www.techinasia.com/intrusive-asean-contacttracing-apps
https://www.technologyreview.com/2020/05/07/1000961/launching-mittr-covid-tracing-tracker/
https://ictnews.vietnamnet.vn/cuoc-song-so/ung-dung-khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-dung-62780.html
https://vovworld.vn/en-US/spotlight/bluezone-covid19-tracing-app-records-20-million-downloads-894313.vov
https://www.iseas.edu.sg/media/commentaries/fighting-covid-19-in-vietnam-striking-a-delicate-balance-between-public-safety-and-privacy/
https://www.iseas.edu.sg/wp-content/uploads/2022/02/The-State-of-SEA-2022_FA_Digital_FINAL.pdf
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The survey collected both qualitative and quantitative data to capture 
a comprehensive picture of the situation in Viet Nam. The data marked 
the start of a new era in promoting gender equality in Viet Nam. It “catalyzed 
a public conversation about the nature of violence against women, raised 
awareness around coping strategies and available support services, and 
informed new government strategies and policy responses addressing 
violence against women.”

3. CHALLENGES AND PROSPECTS

Hanoi’s drive to digitally transform Viet Nam’s governance, economy, and society is pal-
pable from the many decisions, resolutions, and strategies that the country’s leaders have 
issued over the years. Political will, therefore, is not in short supply.

Rather, Viet Nam will have to overcome several other hurdles as it seeks acceleration on 
the digital superhighway. These include upskilling and building human resource capac-
ity, enhancing cybersecurity, and improving the country’s digital infrastructure ecosys-
tem sustainably, all of which were raised in our expert consultations and have also been 
discussed extensively elsewhere.219

Consolidation of legal instruments

However, as discussed above, the immediate imperative is for Viet Nam to consoli-
date and reconcile its array of legal regulations, especially those related to localization. 
An added complication is the disjuncture between the language of some of these regu-
lations, on the one hand, and how they are enforced, on the other.220 The drafts of the 
cybersecurity and PDPD decrees are cases in point. Further, as informants noted, valid 
concerns about managing cybersecurity risks and fraudulent online content can lead 
to the formulation of overly rigid and prescriptive draft regulations that could, in turn, 
result in unintended negative consequences. Viet Nam’s amendments to Decree 72 on the 
Management, Provision, and Use of Internet Services and Online Information was cited 
as an example of regulatory obligations that were extended to cloud service providers 
without recognizing the shared responsibility model of cloud computing or its restric-
tive effects on cross-border data flows.221 Moving forward, Hanoi will have to ensure that 
legal instruments regulating data capture, storage, or transfers are specific and predicta-
ble enough for both large and small businesses to operate, but also sufficiently flexible to 
anticipate, or respond to, changes in the digital landscape.

The requirement of explicit consent for businesses to collect data, such as through 
pop-up windows on websites or applications, would strengthen data privacy in the 
country, a particular concern given that the practice of selling phone lists to spammers 

https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
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or sending bank details via unencrypted chats has run rampant.222 However, the reg-
ulation would also be difficult to implement since 80 percent of Viet Nam’s cloud 
computing223 segment comprises foreign companies that have already urged the 
country to align “with global approaches” to avoid damaging Viet Nam’s plans for  
digital transformation.

There is also the risk that once Viet Nam’s five-year grace period under the CPTPP ends, 
these data localization requirements could put the country in breach of its treaty obliga-
tions. The CPTPP obliges parties to allow the cross-border transfer of information by elec-
tronic means and does not require the use or location of computing facilities in-territory. 
While the draft PDPD does not appear to accord with either of these provisions, there is a 
“legitimate public policy objective” under the CPTPP that Hanoi could take advantage of, 
provided the related policies do not create “disguised barriers to trade or are applied in 
a discriminatory or arbitrary fashion.” Currently, CPTPP parties have agreed not to sue 
Viet Nam if its regulations are deemed inconsistent with the agreement.224 Groups such 
as the Global Data Alliance have urged Viet Nam to account for its CPTPP commitments 
in its PDPD review process.225 

Inclusion and representation

Relatedly, as Viet Nam seeks to draw foreign investment to grow its digital economy, it 
will have to pay close attention to its smaller, local businesses. Micro, small, and medium 
enterprises (MSMEs) make up 95 percent of all firms in Viet Nam, 40 percent of GDP, and 
employ 50 percent of the country’s workforce.226 Although an overwhelming number of 
SMEs (96.9 percent) in Viet Nam think that digital transformation plays an important 
role, up to 70 percent are still operating outside the digital economy and only around 
20 percent are “tentatively exploring it.”227 More than half of them (57.6 percent) have 
insufficient resources to deploy digitalization tools in their business operations because 
they are either simply too preoccupied with sustaining their businesses, are unfamiliar 
with digital platforms, or have inadequate support to migrate their enterprise online.228 

The impact of data regulations should thus not be 
a barrier to entry to the digital economy for these 
MSMEs. Instead, given their outsized participa-
tion in the economy, MSMEs could not only be 
supported in this area through business-to-busi-
ness-type capacity-building initiatives but also 
actively courted for consultations in the drafting 
and promulgation of the relevant rules.

There is a compelling need to support wom-
en-owned MSMEs, in particular, and to ensure 
that data collected on them is accurate in order for 
them to be adequately represented in Viet Nam’s 

With women constituting half 
of Viet Nam’s population, any 

successful effort at digitalizing 
both the country’s economy 
and society should include 

a considered gender dimension. 
After all, women-owned SMEs 

account for 98.8 percent of 
MSMEs and 25 percent 
of SMEs in the country 

https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.html
https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.html
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
https://globaldataalliance.org/wp-content/uploads/2022/01/en123021gdacmtsdrfde72.pdf
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://vietnaminsider.vn/why-digital-transformation-holds-huge-potential-to-grow-vietnams-economy/
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can-they-cope-with-the-challenge-83754.html
https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
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digital economy. With women constituting half of Viet Nam’s population, any successful 
effort at digitalizing both the country’s economy and society should include a considered 
gender dimension. After all, women-owned SMEs account for 98.8 percent of MSMEs 
and 25 percent of SMEs in the country. Compared to men-owned SMEs, they employ 
a higher percentage of female workers (43.3 percent versus 36 percent), contribute mar-
ginally more to the national budget in taxes per worker per year (VND24.9 million versus 
VND24.2 million), and contribute slightly more in social insurance payments (36 percent 
versus 35 percent).229

In general, Viet Nam’s extension of a supportive ecosystem for women in business is 
boosted by, for example, preferential measures and training incentives for women-owned 
SMEs.230 The government has also long had a National Gender Equality Strategy which 
mentions support for women-owned SMEs, although it lacks a precise definition of the 
category. In 2021, the government extended this strategy for another 10 years to 2030, in 
furtherance of its commitment to SDG5 on gender equality and women’s empowerment. 
Among other updates, the strategy outlines the development of a national gender statis-
tical database. It also affords flexible online training programs on digital technology for 
women-owned SMEs. This flexibility will be especially helpful given the harder impact 
of COVID-19 on women-led MSME revenues, perhaps a result of differentiated expecta-
tions related to home-care responsibilities.231

Inclusion through data is also reflected in the question of where Viet Nam’s ethnic minor-
ities place in the country’s digital development agenda: a point that is not lost on the 
government itself. Hanoi has acknowledged the high poverty rate, difficulty of access to 
quality and inclusive education, and significant gender gap among the country’s ethnic 
minorities. In 2019, the government passed a resolution approving the Master Plan on 
Socio-economic Development of Ethnic Minorities and Mountainous Areas, which 
includes promoting science and technology transfer and developing a comprehensive 
database on ethnic minority groups for policy planning and implementation. Partnering 
with industry and international financial institutions, the government has also sought 
to advance digital inclusion for ethnic minorities and rural students.232 A pilot project 
financed by the World Bank, for example, has enabled the Viet Namese government to pay 
out social assistance to ethnic minorities in Cao Bang province by way of mobile money 
instead of requiring them to collect cash in person on one or two fixed days a month.233

As nations seek digitalization, representation through data is important even if, but 
perhaps especially when, digital and traditional ways of life do not neatly intersect. 
In the past, land development contrary to indigenous practices created frictions between 
the state and these communities. In response, the Culture Identity and Resources Use 
Management (CIRUM) non-governmental organization has worked with 19 different 
ethnic minority groups in upland forested provinces in northern Viet Nam, and even 
neighboring countries, to collect data on the health and well-being of native communities 
impacted by these development activities. This data-based advocacy approach resulted in 

https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://www.vietnam-briefing.com/news/vietnam-implements-gender-equality-strategy-but-challenges-remain.html/#:~:text=Vietnam%2520has%2520enacted%2520various%2520measures,or%2520SMEs%2520employing%2520more%2520women.
https://english.luatvietnam.vn/resolution-no-28-nq-cp-dated-march-03-2021-of-the-government-on-promulgation-of-the-national-strategy-on-gender-equality-in-the-period-of-2021-203-199301-Doc1.html
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://www.unescap.org/sites/default/d8files/2020-09/ESCAP_VietNam_MSMEs_and_COVID-19.pdf
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://data.vietnam.opendevelopmentmekong.net/dataset/resolution-88-2019-qh14-on-approving-master-plan-on-socio-economic-development-of-ethnic-minorities
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
https://www.youtube.com/watch?v=B_Vam6jxLTA
http://cirum.org/
http://cirum.org/
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the passing of Viet Nam’s Law on Forestry in 2017, and ethnic minority groups reclaiming 
their customary rights to the land and its natural resources. 

The idea of data collection by, on behalf of, or for, ethnic minority groups restores their 
agency, authority, and dignity within the context of the state. It also responds in part 
to criticisms that government policies inadequately meet the specific needs of differ-
ent ethnic minority groups and take a top-down, rather than an organic, bottom-up 
approach. Multi-stakeholder consultations involving policy-makers can also facilitate 
more effective conflict management or resolution in these areas. CIRUM’s use of Google 
Maps to plot land use rights is a simple yet effective way to mitigate conflict between cus-
tomary and state laws on land use, and promote transparency on the issue.

Representation through data is but a first step to being “seen” and included in the digital 
world. That representation must also be protected accordingly, especially among under-
served and vulnerable segments of society such as ethnic minority groups, the poor, dif-
ferently-abled, and children. This is particularly necessary since it may be a while before 
all minority and marginalized groups are adequately taken into account in the deploy-
ment, let alone in the design and development, of digital tools. It explains why, in the 
meantime, there is a growing body of work calling for privacy rights for vulnerable sec-
tions of the population to be reinforced rather than relaxed for the convenience of access 
to state benefits.234 In Viet Nam, the right to privacy is constitutionally guaranteed and 
likely to be preserved in an eventual comprehensive data protection law. The country is 
therefore already well-placed to expand on protecting the data of its most vulnerable 
populace — and by extension those communities themselves — should it choose to.

Standards and norms

As Viet Nam navigates its nationwide digitalization efforts, the government’s key chal-
lenge will be to liberalize its data governance regime, in order to compete more effec-
tively at the international level, without compromising its domestic authority over social 
and security matters in the digital space. According to one informant, greater awareness 
of related issues will need to be raised domestically to facilitate wider public deliberation, 
especially as Viet Nam contemplates adapting different international approaches to data 
governance to meet its needs. Reflecting on large, external players setting the rules, the 
informant raised the possibility of Viet Nam working together with other ASEAN nations 
to craft a middle approach at the regional level that could accommodate the pressures of 
digital trade liberalization — and correspondingly appropriate data governance frame-
works — while preserving state autonomy.235

The notion of participating more actively in standards setting is key to ensuring agency 
and, as one informant reminded us, is even more so in the current climate in which great 
power competition is spilling over into the technology arena. Viet Nam’s Directorate for 
Standards, Metrology and Quality (STAMEQ) under the Ministry of Science and Tech-

http://cirum.org/about-cirum.html
https://data.vietnam.opendevelopmentmekong.net/en/library_record/overview-of-social-economic-situation-results-from-analyses-of-the-survey-on-the-socio-economic-sit/resource/18e1f87c-3f9b-47fd-91b2-422e466fa7b6
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nology already represents the country in 14 international and regional organizations.236 
Viet Nam is also a member of the International Telecommunication Union, although not 
of the 3GPP initiative, despite its local development of 5G technology.

4. CONCLUSION

Viet Nam’s adaptation of different legal regimes, including the EU’s GDPR and China’s 
cybersecurity law, into its domestic framework reflects the country’s characteristic resolve 
to continue preserving its policy space and independence in the digital data domain. 
The government is keenly aware of what needs to be done in all the different areas out-
lined above in order to drive its vision of national digital transformation. Hanoi’s ratifica-
tion of the CPTPP, domestic challenges notwithstanding, is illustrative of that cognition 
as are the ambitious reform targets over the next decade it has set out for itself. 

As Viet Nam streamlines these internal initiatives, the logical extension to its digital stra-
tegic autonomy in the near future would be for the country to increasingly contribute to 
international rule-making in various forums related to data governance. Hanoi’s endorse-
ment and observance of non-binding regional tools such as the ASEAN Data Management 
Framework would affirm budding collective coherence. More significantly, similar coordi-
nation efforts by Viet Nam together with other ASEAN member-states at the regional level 
could set the stage for greater norms alignment at the international level.

https://www.iso.org/member/2199.html
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VIET NAM
SELECTED LEGAL INSTRUMENTS RELATED TO DATA PROTECTION 

Category No. Law

Cybersecurity 1 Law No. 24/2018/QH14 Cybersecurity Law 

2 Law No. 35/2018/QH14 Network Information Security Law

3 Decree No. 85/2016/ND-CP Security of Information 

4 Decree No. 72/2013/ND-CP on Management, Provision and Use of Internet Services 

5 Law No. 86/2015/QH13 Law on Network Information Security

Data Protection 6 Draft Decree on Personal Data Protection 

7 2013 Constitution of the Socialist Republic of Viet Nam 

E-Commerce/
Transactions

8 Law No. 51/2005/QHII on E-transactions 

9 Law No. 36/2005/QH11 on Commerce

10 Law No. 61/2020/QH14 on Investment 

11 Decree 52/2013/ND-CP on E-commerce 

12 Decree 09/2018/ND-CP guiding the Law on Commerce and the law  
on Foreign Trade Management

Information Technology 13 Law No. 67/2006/QH11 Law on Information Technology

14 Law No. 21/2017/QH14 IT Law 
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The overarching principle guiding the use of data and related 
technologies — artificial intelligence, in this context — should 
be to preserve, enhance, and advance human dignity.

This policy playbook offers guiding principles and 
practices on data governance and ethical AI to government 
and non-government stakeholders in Southeast Asia. 
It complements, draws from, and builds on the work 
of others across different fields of study.

Both the principles and practices take a socio-technical 
approach; that is, that the development and application 
of data-driven technologies, including AI, must be rooted 
in the interaction between people — along with their 
perspectives and knowledge systems — and technology. 
Consequently, the normative frameworks that govern 
technological development and application should 
also reflect this relationship.

POLICY  
PLAYBOOK
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POLICY PLAYBOOK PRINCIPLES

On data
End user knowledge of how their data is collected, utilized, and stored. Concomitantly, 
end-user ability to access, store, and even delete their data at discretion.

On AI
End user participation and local context in the research, design, development, 
deployment, and evaluation of AI applications.

On data
Transparency, safety, and accountability in process of data generation, collection, 
storage, protection, and destruction.

On AI
Fairness, safety, clarity, and accountability of AI development and deployment, 
as well as in algorithmic training to minimize and mitigate bias.

On data
The handling of datasets and training models adheres to the highest level of integrity. 
Safeguards are in place from possible data breach or cyberattack.

On AI
Incorporating personal, social, and environmental harm minimization in the life cycle 
of AI systems and platforms.

A social contract to advance justice and redress structural discrimination by enabling 
users to reap the greatest benefits from the value creation of data and/or AI.

Diversification of perspectives, experiences, skills, languages, and demography 
in norms framing technology development.

AGENCY

RELIABILITY

CARE

EQUITY

INCLUSION
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AGENCY

Map international concepts to local languages, create a corpus 
of interpretations

Although terms like “data,” “privacy,” and “algorithm” may carry baseline connotations 
and constitute part of the common policy vocabulary, they often do not translate 
well into other languages at the community level because there simply might not 
be a direct equivalent or because the concept itself might be unfamiliar. Multilingual 
communities in the five countries surveyed — and in many other Southeast Asian 
nations, for that matter — may also understand the same word differently in the 
various languages spoken. Language, after all, is contextual.

Explaining what these terms mean in local languages would be a first step. 
However, it would be more meaningful to take a converse approach by building 
an understanding of the concept from those languages rather than translating 
them from English. This way, convergences and divergences in concepts at the 
local, regional, and international levels could be identified. More importantly, 
it would contribute local knowledge, nuance, and perspective to concepts 
that are often assumed to be universally understood.

Collaborate (hyper-)locally on AI systems design

Although AI developers and local communities challenged by a particular 
concern may have a shared desire to resolve the problem, their differing 
motivations and data collection methods may complicate the process of 
achieving that common goal. Whereas AI engineers may be driven to apply 
and advance science, local communities may instead want solutions for social 
change. In such cases, conventional research methods that create a one-way 
relationship where locals inform scientists through interviews, surveys,  
or focus-group discussions may not be helpful.

Instead, re-centering the role of locals so that they are part of the design  
and development of AI solutions could contribute to more effective outcomes. 
One way of doing this could be to encourage the creation of community datasets, 
which might be protected through a data trust or co-operative (see below), 
to enrich the AI research process.

Explore alternative data governance approaches

Rather than subscribing to the binary model of data flow or data localization, 
Southeast Asian countries should consider, and where appropriate, adopt or 
promote alternative data governance approaches.
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These include data stewardship arrangements such as data trusts and data 
co-operatives which pool data into an organization. Whereas in a data trust, 
trustees would exercise the data rights on behalf of the beneficiaries through 
a legal fiduciary relationship, a data co-operative would afford participants  
the opportunity to jointly and meaningfully participate in the value-extraction 
or monetization of their data.

Create a Data Footprint Registry

Every exchange and interaction within the digital ecosystem leaves a data 
footprint. Although individuals are usually informed about their data being 
collected or processed, often the option to destroy one’s data is hardly presented.

Giving users the full visibility of their data through a data footprint registry would 
allow them to understand the life cycle of their data, from generation, storage, 
usage, and archival, to deletion. The use of contact tracing apps during the 
pandemic provides initial lessons on how governments can inform users about 
the extent of their data footprint and explicitly offer them the choice to opt out 
or delete their data after a particular transaction.

Advance convergences/consolidation on an ASEAN approach 
toward inclusive data and ethical AI practices across all three 
community pillars

While ASEAN member states have begun aligning positions more closely 
on data governance with the release of documents such as the ASEAN Data 
Management Framework and the ASEAN Model Contractual Clauses, similar 
coordinating efforts should be replicated across the group’s two other community 
pillars: political-security and socio-cultural.

Discussions on data and AI outside the economic realm may require 
greater sensitivity, but governments should nonetheless begin the process 
with a view to tabling informed and coherent regional perspectives, particularly 
in international debates on the role of technology in political and security affairs. 
Additionally, conversations on the impact of data and ethical AI within the 
socio-cultural pillar would advance ASEAN’s pledges for a more people-oriented 
and people-centered outlook, especially considering the pervasiveness 
of data-driven technologies among the region’s population.
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Institutionalize Track Two inter-regional dialogues 
for regularized exchanges

Countries in and of the Global South are impacted by data and AI trends very 
differently from counterparts in the north. Non-government stakeholders in 
emerging regions, notably Africa and Latin America, are responding in innovative 
ways at the community level. There are also rich conceptual, policy, and legal 
debates that are provoking new and alternative framings of how data-driven 
technologies could be governed.

Southeast Asian countries could benefit from this diversity of thought. Regular, 
multilateral dialogues on these developments at the Track Two level, in particular, 
could facilitate greater exchange of experiences and insights among Global 
South countries that share developmental and technological commonalities.

Prioritize representation at international standards-setting forums

The five countries surveyed are represented at technical standards-setting bodies 
such as the International Telecommunication Union (ITU) and International 
Organization for Standardization (ISO). Two are participating or observing 
members of the ISO Joint Technical Committee on Artificial Intelligence, 
shaping AI standards, including on bias.

Resource and expertise constraints may make participation in technical bodies 
difficult, let alone at the highest decision-making levels. However, regular 
involvement in such meetings even as observers can contribute to technical 
proficiency over the longer term. In the meantime, identifying specific gaps 
and needs in these areas can help with negotiating tailored capacity-building 
programs supported by interested partners. Additionally, where possible, 
governments should also prioritize active participation in international 
norms and policy discussions related to data and ethical AI. Without at least 
representation at the table, there can be no thought partnership, let alone 
leadership, in these evolving conversations.
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CARE

Compile impact statements 

Understanding the potential and actual harms resulting from weaknesses 
in data protection regimes or obscure AI processes is key to mitigating and 
preventing them.

Documenting these harms, from personal to societal and environmental, 
through impact statements, can provide a clearer record of the gaps that 
need to be addressed. In this sense, the role of a data protection commissioner 
might be expanded where appropriate and supported by additional resources. 
In the field of AI, impact statements collated by experts from different disciplines 
would offer a more comprehensive picture of potential and actual harms. 
It would also compel greater accountability by and among AI developers.

Extend accountability obligations to government 

Subject to narrow restrictions, governments should also comply with similar 
standards of care expected of others, particularly in protecting the personal data 
of its citizens. As a matter of good governance, it could also invite a credible third 
party to conduct environmental audits of its policy decisions on, for example, 
migrating to the cloud or setting up data centers.

Incentivize business-to-business capacity building 

Regulatory compliance can be particularly costly and prohibitive for micro, 
small, and medium enterprises (MSMEs), which form the backbone of the 
countries’ economies.

Larger corporations might be incentivized by the government or through their 
corporate social responsibility programs to offer training or capacity assistance 
to these MSMEs, particularly in the initial stages of business. Existing models in 
Japan of conglomerates offering cybersecurity assistance to smaller firms might 
be a constructive point of reference.
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EQUITY

Evaluate existing normative frameworks 

Across the five countries surveyed, there is an urgent sense of forward 
momentum toward digitizing as much as possible of government, the economy, 
and society. However, as we assert in our introduction, there seems little 
appreciation of what the end goal of data-driven optimization actually is.

It might be valuable for government and non-government stakeholders, either 
separately or in consultation with each other, to pause and assess whether the 
existing normative frameworks on data and AI in which countries are operating 
will actually help advance national interest in the broadest sense. This will require 
a deeper philosophical reflection on the end objectives that countries intend 
to pursue through the use of data-driven technologies, beyond the achievement 
of a dynamic digital economy.

Reassess metrics of performance and success

Quantitative indicators can be useful to measure progress in areas such 
as representation, infrastructure capacity, or available talent for emerging tech 
sectors. However, they can also mislead and provide a false sense of growth. 
What are the hidden trade-offs of a rise in the number of MSMEs on e-commerce 
platforms, for example?

Alternative metrics of success in a data-driven environment plotted against 
the socio-cultural or biodiverse landscape of Southeast Asian nations could 
include the number of languages and dialects mapped to preserve the diverse 
heritage in each country, but also to provide more responsive AI solutions to 
various accented speech. It could measure the acreage of land reserved for 
environmental conservation or the tonnage of marine plastic waste cleared 
from coastal waters. The use of data for social good might reorient the metrics 
of success, reinterpret development for the better, and redress some structural 
inequities replicated by data-driven technologies.

Mainstream alternative perspectives, including respect  
for self-governance of data

In light of increasing reports of algorithmic bias and harms, the revival of 
traditional notions such as Ubuntu in Africa or buen vivir in Latin America 
that advocate a relational rather than a purely rational approach to AI is 
a call to reframe the current discourse on AI ethics. These frameworks 
are community- rather than state-centric and they center the voices of 
the marginalized, including indigenous communities, with the aim of utilizing 
data and AI to achieve social progress in harmony with nature.
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There is, in parallel, an indigenous data sovereignty movement which sits 
awkwardly alongside open data initiatives. While the former drives at the right 
of indigenous people to own and control data about their communities and land, 
the latter offers a compromise of sorts, allowing sustainable development of 
indigenous resources within the parameters of the state.

These different perspectives of data governance and, by extension, AI ethics 
offer a valuable tapestry of knowledge systems from which Southeast Asian 
countries could learn. They afford conceptual and policy options to the region 
in its pursuit of agency. More importantly, they prompt stakeholders to reflect 
more thoughtfully about how ancestral knowledge might be repurposed for 
a data-driven present and future.

INCLUSION

Expand expert stakeholder engagement 

Discussions on data and AI often involve scientists, industry, academics, 
policymakers, and lawyers. But interpreting data and minimizing related harms 
require broader lenses. Analyses could be contextually enriched and improved 
upon by having historians, linguists, community activists, philosophers, and 
religious leaders at the table.

Launch all-female hackathons 

Done right, this exercise would not only encourage more girls to code and 
compete but afford a different, if not safer, space for participants to network 
and grow the community through mentorship. Of value would be the results from 
these hackathons that could highlight gendered perspectives in coding solutions 
for everyday applications. Research has shown that automatic captions are more 
accurate with male rather than female voices. Having women and girls hack 
these and other flaws could yield innovative fixes.
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RELIABILITY

Introduce security- and dignity-by-design in education and training

Advancing a socio-technical approach to AI requires the integration 
of security and dignity at the very start of the AI development 
cycle. The concept of security-by-design has been widely adopted 
as a risk-management approach. Adding the consideration of dignity 
to the equation in engineering and computational science courses 
trains students to prioritize the user as a human being first, rather 
than as a disembodied consumer of technology.

Incorporating the dignity angle prompts a closer analysis of requirements, 
available data, and plans to mitigate the potential occurrence of harms.

Establish an AI bias bank 

Generally, algorithmic bias is often attributed to computational factors like 
the quality or quantity of the datasets or the fairness of machine learning 
algorithms. But bias can also be the outcome of human and systemic factors 
or the culmination of all these factors. With the availability of off-the-shelf 
AI solutions, it is becoming easier for individuals and organizations to install 
applications without fully understanding their risks and harms.

Creating an algorithmic bias bank — a database of use-cases of how bias was 
produced in the past — can raise public consciousness about the risk, explain 
more simply how complex codes and algorithms may result in bias, and promote 
productive exchanges on how to prevent it. By creating space for conversations 
surrounding AI, the lack of knowledge as well as negative perceptions are 
mitigated, instilling public trust throughout the process.
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INDONESIA

1. BACKGROUND

President Joko Widodo’s (Jokowi) remarks claiming that whichever country “controls 
AI can potentially control the world” has galvanized the role of AI for Indonesia’s digital 
transformation.237 Capitalizing on its vast geography, market size, and youthful demo-
graphics, Indonesia has become a major hotspot for venture capital investments in the 
region and is poised to become Southeast Asia’s front-runner in AI development.238 

Jokowi’s observation set in motion a series of initiatives aimed at laying the groundwork 
for Indonesia’s AI blueprint. The Agency for the Assessment and Application of Technol-
ogy (BPPT) was tasked with conducting initial deliberations with government agencies, 
as well as stakeholders from universities, industry associations, and national telecom-
munication companies.239 These consultations culminated in the National Strategy for 
Artificial Intelligence (“Strategi Nasional Kecerdasan Artifisial”) released in 2020.240

According to the Ministry of Research and Technology and the National Research and 
Innovation Agency (BRIN), the document sets forth the national policy for AI develop-
ment from 2020 to 2045. It outlines five national priorities where AI is anticipated to have 
the biggest impact: (1) health services to accelerate plans for smart hospitals and health 
security infrastructure in the aftermath of the pandemic; (2) bureaucratic reform to 
implement digital services for citizen-centric public service (“pemerintahan digital mel-
ayani”); (3) education and research to aid online schooling and bridge the digital divide; 
(4) food security for smart agriculture, fisheries, and management of natural resources; 
as well as (5) mobility and services to facilitate the development of 98 smart cities and 
416  smart districts under Indonesia’s 100 Smart Cities Movement. In supporting the 
implementation of these five national priority areas, the National AI Strategy also iden-
tifies four key focus areas: (1) ethics and policy; (2) talent development; (3) infrastructure 
and data; and (4) industrial research and innovation.

The National AI Strategy serves as the umbrella framework to streamline Indonesia’s 
existing technology-focused plans and projects. It builds on Jokowi’s digital roadmap 
launched in 2014 called “Making Indonesia 4.0,” which involves 10 cross-sectoral initia-
tives aimed at boosting Indonesia’s competitive performance in key areas like manufac-
turing, industry, biology, and hardware automation.

Apart from these initiatives, the overarching governance framework surrounding ethical 
AI will be critically important to drive the overall strategy. The National AI Strategy’s 
guidebook recommended the formation of a data ethics board to oversee AI develop-
ment, as well as create regulations and national standards for AI innovation. There is cur-
rently no such agency or institutional structure in place to oversee the governance and 
ethical use of AI.

https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-transformation/#:~:text=The%2520National%2520Strategy%2520for%2520Artificial,across%2520a%2520variety%2520of%2520industries
https://cset.georgetown.edu/wp-content/uploads/CSET-Indonesias-AI-Promise-in-Perspective-1.pdf
https://www.carringtonmalin.com/2020/08/16/indonesia-national-ai-strategy-set-in-motion-this-month/
https://ai-innovation.id/server/static/ebook/stranas-ka.pdf
https://ai-innovation.id/server/static/ebook/stranas-ka.pdf
https://www.indonesia-investments.com/business/business-columns/widodo-launches-roadmap-for-industry-4.0-making-indonesia-4.0/item8711
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With the publication of the National AI Strategy, Indonesia joins other countries in 
Southeast Asia that are bullish about harnessing AI’s transformative impact on both the 
economy and the wider society. Additionally, Indonesia’s role in convening the Regional 
Comprehensive Economic Partnership (RCEP) and its intention to join the Comprehen-
sive and Progressive Agreement for Trans-Pacific Partnership (CPTPP) demonstrate its 
interest in helping set regional digital economic standards. Apart from Singapore, which 
is a participating member, Indonesia is the only other Southeast Asian country that sits 
as an observing member on the ISO/IEC JTC 1/SC 42 standards committee on artificial 
intelligence.241

2. USAGE AND IMPACT

Even before the release of its National AI Strategy, Indonesia was already primed to seize 
the opportunities and benefits of AI given its market size and growth potential. A study 
commissioned by International Data Corporation or IDC Asia-Pacific Enterprise Cogni-
tive/AI Survey in 2018 found that Indonesia had the highest AI adoption rate in Southeast 
Asia at 24.6 percent, followed by Thailand (17.1 percent), Singapore (9.9 percent), and 
Malaysia (8.1 percent).242 Having a population of approximately 273 million with a median 
age of 29 years, and with increasing smartphone usage and internet penetration, 
Indonesia alone contributed 40 percent to Southeast Asia’s total GMV amounting to 
USD70 billion in 2021.243 With the rising adoption of AI in the country’s financial ser-
vices, retail, logistics, and supply chains, Indonesia is expected to further add 
USD366 billion to its GDP in the next decade.244 

Indonesia’s booming internet economy is fueled by a “digital mindset” that drives 
the rapid adoption of AI technologies across the archipelago. It is home to native 
digital tech unicorns such as Bukalapak, Traveloka, and OVO.245 The local success of 
Indonesia’s start-ups in natural language process-
ing and big data analytics has led them to expand 
further in international markets. Two homegrown 
digital mammoths, Gojek and Tokopedia, have led 
Indonesia’s mobile-first approach and adoption of 
AI solutions. Gojek is also one of the most funded 
start-ups in the Asia Pacific, with operations in 
other markets like the Philippines, Singapore, 
Thailand, and Viet Nam. As a one-stop shop multiservice platform, Gojek has developed 
scalable machine learning (ML) models to create personalized customer preferences. 
It leverages AI and ML to offer biometric security features such as fingerprint and facial 
recognition. Tokopedia is an e-commerce giant that leverages AL and ML capabilities for 
product development. It has also promoted AI research and talent development through 
its partnership with the University of Indonesia, with the 2019 launch of a deep learn-
ing supercomputer technology called NVIDIA DGX-1.246 The partnership also launched 
AI-based solutions like demand prediction, smart warehouses, and smart logistics.247

Indonesia’s booming internet 
economy is fueled by a “digital 
mindset” that drives the rapid 
adoption of AI technologies 
across the archipelago

https://www.computerweekly.com/news/252444634/Indonesia-leads-ASEAN-region-in-AI-adoption
https://www.reuters.com/world/asia-pacific/southeast-asia-internet-economy-hit-1-trln-by-2030-report-says-2021-11-10/#:~:text=The%2520online%2520industry%2520for%2520Southeast,home%2520turned%2520to%2520the%2520internet.
https://www.thejakartapost.com/news/2020/10/09/ai-to-bring-in-366b-to-indonesias-gdp-by-2030.html
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%2520to%2520four%2520unicorns%2520(Bukalapak,India%252C%2520Great%2520Britain%2520and%2520Canada.
https://www.scmp.com/tech/article/3098596/why-indonesia-poised-become-next-ai-start-hub
https://cset.georgetown.edu/publication/indonesias-ai-promise-in-perspective
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In 2021, Gojek and Tokopedia merged and became the “GoTo Group” with a combined val-
uation of about USD20 billion.248 The GoTo Group offers a wide-range of services includ-
ing e-commerce, ride-hailing, food delivery, and financial services, but is also expanding 
to the fintech arena through financial payments, consumer finance, and merchant lend-
ing.249 Although both entities still operate as separate businesses, Tokopedia and Gojek 
are accelerating the local integration of AI-enabled technologies in close tandem with 
initiatives backed by the government.250 However, both entities now face falling market 
share and profitability due to fierce competition from other regional players like Grab, 
OVO and ShopeePay.

The continuing success of Indonesia’s unicorns has sparked a vibrant start-up commu-
nity. With approximately 21,000 start-ups, Indonesia ranked fifth behind the United 
States, India, the United Kingdom, and Canada in countries with the most start-ups.251 
Up-and-coming household names are also making a positive impression in the local and 
international AI scenes. Kata.ai is a well-known conversational AI platform using natural 
language processing that automates customer interactions such as customer queries 
with minimal human intervention. Uniquely for Indonesia’s local market, Katai.ai uses 
Bahasa Indonesia rather than English. 

As an example of Indonesia’s thriving technology sector, Bukit Algoritma (Algorithm 
Hill) was launched as a mega-tech hub located in Sukabumi, West Java to emulate the 
Silicon Valley spirit.252 The sprawling 888 hectares will be transformed into a special eco-
nomic zone that will host Indonesia’s start-ups specializing in AI, digital technology, 
biotech, and semiconductors. The ambitious multibillion dollar industrial project hopes 
to become the country’s center of research in neuroscience, nanotechnology, quantum 
technology, solar cell technology, and space exploration. With completion expected by 
2030,253 Bukit Algoritma is the latest addition to other digital hubs across Indonesia — 
Bumi Serpong Damai or BSD City, Bandung Technopolis, as well as in Yogyakarta and 
Malang — that will groom the country’s future start-ups and unicorns.254

Indonesia’s growing AI start-up community has received growing traction in key state 
and city-level projects. Local AI firm Nodeflux was tapped to partake in the Jakarta Smart 
City initiative to advance smart governance and smart mobility using data management 
solutions, computer vision, and real-time video analysis. Furthermore, it also 
collaborated with the Indonesian National Police to provide surveillance during the 2018 
Asian Games as well as the 2018 International Monetary Fund and World Bank meetings 
that were held in the country.

The Indonesian government considers AI solu-
tions as vital to achieving administrative effective-
ness and efficiency. AI utilization was included in 
Indonesia’s five-year digital transformation plan 
alongside its roll-out of 5G infrastructure.255 BRIN 

The Indonesian government 
considers AI solutions as vital 

to achieving administrative 
effectiveness and efficiency. 

https://techwireasia.com/2021/06/tokopedia-gojek-finalize-merger-with-chinese-tech-giants-blessing/
https://cset.georgetown.edu/wp-content/uploads/CSET-Indonesias-AI-Promise-in-Perspective-1.pdf
https://cset.georgetown.edu/publication/indonesias-ai-promise-in-perspective
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html
http://zdnet.com/article/singapore-industry-needs-stronger-codes-of-conduct-as-consumer-data-gains-value/
https://www.techinasia.com/whats-ai-ecosystem-indonesia
https://www.techinasia.com/whats-ai-ecosystem-indonesia
https://www.thejakartapost.com/news/2020/10/09/ai-to-bring-in-366b-to-indonesias-gdp-by-2030.html
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has encouraged the use of AI to deliver innovation in agriculture, energy, cybersecu-
rity, and the creative industries.256 The Aeronautics and Space Research Organization of 
BRIN is also currently developing an AI-enabled platform for remote sensing to monitor 
natural resources and the environment.257 Relatedly, other government agencies are 
using AI technology to monitor and anticipate forest fires, while some have been promot-
ing AI-tech solutions for edtech in schools and universities, especially during the height 
of the pandemic.258

Apart from leveraging AI in specific strategic sectors, Jokowi has also vowed to use AI 
to reduce bureaucratic red tape.259 If adopted, it will result in the substitution of two 
ranks of public positions by AI-enabled technologies. Another government-led AI initia-
tive is the employment of AI-based technologies to facilitate an online single submission 
system to ease business registration.260 These initiatives will help facilitate the ease of 
doing business and attract more foreign investment in Indonesia.

The Indonesian government has also entered into a partnership with the U.N.-led Global 
Pulse Lab headquartered in Jakarta to further develop AI-based solutions for public policy 
programs. Together with the U.N. Country Team, Indonesian representatives identified 
national development priorities for applied research. The collaboration culminated in the 
AI-powered platform called Haze Gazer, a crisis analysis tool which combines satellite 
imagery of fire hotspots, census data, and real-time information captured from social 
media for disaster management efforts.261 Through deep learning, it can also identify 
air quality instantaneously using meteorological data from satellite imagery and images 
shared via social media.262

At the height of the COVID-19 outbreak, AI was integrated as part of the e-govern-
ment response in the public health sector. The Ministry of Health used an AI-powered 
app called Telemedicine Indonesia to link patients with hospitals and doctors.263 
In  co-ordination with provincial and city health services, the app provided affordable 
health access in four main telemedicine services: radiology, ultrasound, electrocardiog-
raphy, and consultation.264

In a move to further centralize the government’s approach to AI, Jokowi reformed the 
country’s science and technology policy, which resulted in the consolidation of BRIN with 
the technology ministry to establish the Ministry of Education, Culture, Research, and 
Technology.265 However, it remains to be seen whether the government will enact a digital 
government transformation body to proactively facilitate resource allocation to prior-
ity sectors and help create linkages between international and local tech firms.266 In the 
meantime, the Artificial Intelligence Research and Innovation Collaboration (Kolaborasi 
Riset dan Inovasi Industri Kecerdasan Artifisial) or KORIKA serves as  an  “orchestra-
tor organization in the form of an association that fosters AI innovation” and advocates 
for the adoption of AI in various fields to achieve Indonesia’s vision as laid out in the 
National AI Strategy by 2045.267

https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-transformation/#:~:text=The%2520National%2520Strategy%2520for%2520Artificial,across%2520a%2520variety%2520of%2520industries.
https://opengovasia.com/indonesia-develops-ai-based-platform-for-natural-resource-monitoring/
https://www.thejakartapost.com/news/2020/08/13/indonesia-sets-sights-on-artificial-intelligence-in-new-national-strategy.html
https://www.aljazeera.com/economy/2019/11/28/indonesia-will-replace-some-civil-servants-with-ai-says-jokowi
https://www2.investindonesia.go.id/en/article-investment/detail/everything-you-need-to-know-about-indonesias-online-single-submission-syste
https://www2.investindonesia.go.id/en/article-investment/detail/everything-you-need-to-know-about-indonesias-online-single-submission-syste
https://www.itu.int/dms_pub/itu-s/opb/gen/S-GEN-UNACT-2018-1-PDF-E.pdf
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20Artificial%20Intelligence%20Telemedicine%20Public%20Sector%20Health%20Service%20Covid-19.pdf
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-transformation/
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CASE STUDY
USE OF AI IN HEALTHCARE

As part of Indonesia’s G20 presidency, Jakarta has pushed for countries 
to realize a global AI platform for current and future pandemic surveillance. 
This is aligned with its endeavors to build a global health architecture, one of 
the priority issues of Joko Widodo’s presidency. Having an integrated system 
on a single global platform can facilitate collaboration and ease the health 
sector in identifying, determining, and discovering diseases and new drugs.

The greatest benefit arising from the establishment and implementation of 
a global platform would be the availability of healthcare data across borders. 
This would allow for authorities to share knowledge on new viruses and 
variants, which could aid disease management and mitigation. Researchers 
and developers would also be able to benefit from this, as the availability 
of data sets could accelerate research and improve performance for AI 
applications. Indonesia’s National Research and Innovation Agency (BRIN) 
has prepared the data infrastructure for biological and genetic resources, which 
could serve as the primary source of data for the entire system. However, data 
protection laws within and across borders would have to be both tightened and 
streamlined to balance the public health advantages of such a platform while 
preserving the privacy and security of personal — even sensitive — data.

3. CHALLENGES AND PROSPECTS

President Jokowi aims to advance Indonesia’s AI competitive footing, arguing that “the 
world today is in a war to gain AI capabilities. The competition to control AI is comparable 
to the space [race] during the Cold War.”268 To this end, he has instructed the BPPT further 
advance Indonesia’s ongoing indigenization of its tech capabilities through increased col-
laboration among the Indonesian diaspora, universities, and start-up companies.269 

However, Indonesia’s ethical AI journey has several urgent challenges. These include 
concerns surrounding job displacement, inclusion, and equity, as well as surveillance 
and exploitation.

Job displacement

Through automation, AI could dramatically boost Indonesia’s productivity, but it could also 
cause disruption to the workforce. McKinsey estimates that 23 million jobs could be dis-
placed by automation by 2030. But lost jobs can also be replaced and new ones can be gen-

Through automation, AI could 
dramatically boost Indonesia’s 
productivity, but it could also 
cause disruption to the workforce.

https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-capabilities?page=all
https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-capabilities?page=all
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Through automation, AI could 
dramatically boost Indonesia’s 
productivity, but it could also 
cause disruption to the workforce.

erated. This depends on a mix of factors like shifting labor demands in key sectors such as 
construction, manufacturing, and education, as well as government policies to instill tech-
nological, social, emotional, and cognitive skills.270

Indonesia’s lack of highly-skilled talent has been 
evident since 2016. The Ministry of Finance 
has addressed the looming shortage of human 
resources by reskilling the workforce for high-tech 
industrial opportunities.271 But the Indonesian 
government needs a  comprehensive and a long-term strategy to build and maintain a 
highly capable workforce. The United Nations Children’s Fund (UNICEF) Indonesia rec-
ommended that the country must first address the absence or inaccessibility of early 
childhood development services, especially in rural and remote areas.272

A study conducted by the Lowy Institute revealed that the Indonesian government has 
allocated “low public spending on education” and failed to address “human-resource 
deficits, perverse incentive structures, and poor management.” Such obstacles lay bare 
Indonesia’s challenges in establishing research and development linkages with interna-
tional institutions in emerging areas like AI.273 Left unaddressed, Indonesia may find it 
difficult to tap into its reservoir of young talent to drive the country’s innovation and 
digital economy.

Inclusion and equity

Upon the release of the National AI Strategy, academics and civil society groups warned 
of the urgency of addressing the country’s talent gap, lagging infrastructure, and risk 
of algorithmic bias. There was a consensus that the National AI Strategy was a positive 
development, but first Indonesia must address foundational issues like talent devel-
opment and internet connectivity across the archipelago. The government must also 
implement reforms in higher education and install regulations to prevent damage from 
possible AI algorithmic errors. More importantly, there was an emphasis on upholding 
principles of fairness, accountability, and transparency to guarantee the protection of 
human rights and prevent the occurrence of racial bias.274

The partnership between Tokopedia and the University of Indonesia is a good starting 
point to further expand discussion regarding ethical AI guidelines in the context of 
Indonesia. Under KORIKA’s oversight, a multistakeholder AI partnership inspired by 
multilateral data partnerships can be explored, whereby AI companies are paired with 
research institutes, universities, and civil society groups to tackle AI’s potential risks and 
harms.275 Lessons learned and insights drawn from these partnerships can be compiled 
as actual case studies that could strengthen the basis for Indonesia’s AI ethics guidelines, 
in addition to existing initiatives that promote the regulation of information security 
and the protection of personal data.276

https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-capabilities?page=all
https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-capabilities?page=all
https://theaseanpost.com/article/getting-indonesia-40-ready
https://theaseanpost.com/article/creating-high-skilled-talent
https://www.lowyinstitute.org/publications/beyond-access-making-indonesia-s-education-system-work
https://www.thejakartapost.com/news/2020/08/13/indonesia-sets-sights-on-artificial-intelligence-in-new-national-strategy.html
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://www.academia.edu/49564840/Artificial_Intelligence_Ethics_Guidelines_in_Indonesia
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Surveillance and exploitation

The need to uphold and embed principles of fairness, accountability, and transparency 
has become ever more relevant in light of Indonesia’s growing gig economy. According 
to Gojek’s ride-hailing drivers, the app’s algorithms have “increasingly squeezed and 
exploited” their working conditions. Because of intensifying competition and relentless 
price wars with Grab, Gojek reduced drivers’ bonuses and compelled them to work long 
hours to achieve their daily targets, but at the same pay rate. During the pandemic, alle-
gations were made that Gojek’s algorithms were deployed to penalize and demote inac-
tive drivers even if they had contracted COVID-19. As a result, drivers demanded changes 
to the platform’s policies. But despite growing movement within the community to 
organize, mobilization was hindered by algorithmic configurations that deployed drivers 
to different locations to disrupt rapport and camaraderie.

To circumvent Gojek’s complex algorithms, drivers adopted various strategies like using 
hacked versions of official accounts coined as ghost accounts or spoofing a phone’s global 
positioning system (GPS). It even led to an app war where developers inserted features to 
evade Gojek’s detection systems. To counter these forms of resistance, Gojek developed 
more precise trackers to determine driver location and implemented stringent rules of 
account suspension. However, over time, the drivers’ network continued to expand.

Since 2016, GoJek drivers have gone on occasional strikes under the banner of Gojek Sol-
idarity to push against unfair policies.277 These protests have forced Gojek to incremen-
tally revamp its policies to improve their working conditions.278 Yet there is still a need to 
push for more regulatory changes in Indonesia to recognize the gig economy and enforce 
minimum standards for the treatment of ride-hailing drivers.

This particular case highlights the risk of entrenching exploitative labor practices 
through algorithms. Additionally, charges of “data colonialism” in other countries where 
tech companies harvest user data and manipulate algorithms to control users as subjects, 
offer cautionary lessons for Indonesia about the dangers of surveillance and worker mis-
treatment in a data-driven ecosystem.279 It also exposes the prevailing institutional void 
which characterizes the Indonesian government’s shortcomings in providing market 
regulation policy frameworks fit for the platform economy. This, in turn, undermines 
formal government rules and regulations under the pretext of economic growth.280 

4. CONCLUSION

By reflecting on its leadership role in the region, Indonesia could foster greater dialogue 
and co-ordination with and among its neighbors in the context of agenda-setting and 
rulemaking AI. Its G20 chairmanship this year provides the platform for how develop-
ing countries can address structural limitations in science, technology, and innovation 
in collaboration with trusted peers in advanced economies. Indonesia can also explore 

https://www.technologyreview.com/2022/04/21/1050381/the-gig-workers-fighting-back-against-the-algorithms/
https://www.thejakartapost.com/news/2016/10/03/hundreds-of-go-jek-drivers-protest-unfair-policy.html
https://journals.sagepub.com/doi/abs/10.1177/1527476418796632
https://rauli.cbs.dk/index.php/cjas/article/view/6175/6795
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effective interventions to prevent or mitigate digital transformation risks that could lead 
to more serious institutional weaknesses.

In addition to its three G20 digital priority areas — post-COVID-19 recovery, digital liter-
acy, and cross-border data flow — Indonesia should reignite the discussion on harnessing 
the benefits of AI beyond economic growth. It should reinforce the tremendous poten-
tial of AI-based solutions to accomplish the U.N.’s sustainable development goals, which 
could lead to positive spill-over effects reaching even those outside the G20 circle.281 In 
doing so, Indonesia can achieve a positive and collective effort, enabled by sound policy 
incentives to employ AI for good, that will catalyze genuine digital transformation within 
and beyond Southeast Asia.

https://www.nature.com/articles/s41467-019-14108-y
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MALAYSIA

1. BACKGROUND

Malaysia’s recognition of the need for an ethical approach to artificial intelligence (AI) is 
embedded within the country’s National AI Roadmap (AI-Rmap). The AI-Rmap, drafted 
from December 2020 to March 2021, outlines the establishment of an AI Code of Ethics 
as one of four strategic initiatives that would contribute toward a broader AI govern-
ance framework.

The development of an AI Code of Ethics is projected to take place over a period of four 
years (2021–2025), with progressive yardsticks and measurable key performance indica-
tors (KPIs) along the way.

Source: Aini Suzana Arifin, “Strategy 1: Establishing AI Governance,” Malaysia Artificial Intelligence (AI) Roadmap,  
National AI Roadmap Townhall, March 15, 2021, https://airmap.my/st1

ESTABLISHING AN AI CODE OF ETHICS 

Horizon 1 (2021–2022) Horizon 2 (2023–2024)

Monitoring and 
analyzing ethical 
initiatives and impacts

 � Benchmarking activities to develop 
a Code

 � Observing trending codes in international 
organizations and major countries

 � Drafting an AI Code of Ethics 
and Guidelines

 � Formulating AI ethical standards 
consistent with evolving global norms

 �  Setting up a Center for Data Ethics

 � Launching a national discussion  
on AI ethics

 � Finalizing the AI Code of Ethics  
and Guidelines

 � Disseminating the AI Code of Ethics  
and Guidelines to all stakeholders

Key Performance Indicators

1 Number of benchmarks conducted

2 Number of studies executed

3 Preparation of an AI Code of Ethics/Guidelines

4 Number of AI ethical standards framed

5 Creation of a data ethics center 

https://airmap.my/st1/
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Implicit in the AI-Rmap’s logic for a broader AI governance framework for Malaysia 
is that AI will be ubiquitous in the country’s development trajectory. The AI-Rmap 
impresses the need for “continual oversight” over AI technologies that will permeate all 
aspects of human activity and productivity through the Internet of Things, Fourth Indus-
trial Revolution, big data analytics, and security and surveillance. AI governance is there-
fore needed to set the “parameters and agencies of Artificial Intelligence in public service 
delivery as well as its proper role, execution, and regulation across the environment, 
digital commons, society, and technology.” Somewhat confusingly, the AI-Rmap defines 
AI governance as encompassing the “vehicular, structural, and actionable aspects” of AI 
in “quadruple helix society,” built upon four axes of human-centricity, explainability, 
transparency, and ethics.282 While the latter terms are commonly used in AI guidelines 
around the world, unfortunately, there appears to be no accompanying clarification in 
the AI-Rmap of how they might translate in the Malaysian context.

The AI-Rmap is an extension of the Malaysia Digital Economy Corporation’s (MDEC) still 
unreleased National AI Framework (NAIF), which is said to set out 20 initiatives within 
six key building blocks and five goals related to the economy, government, and industry, 
as well as people and society. NAIF aside, the AI-Rmap also takes into account seven other 
AI-related documents, including national policies that incorporate the development and 
implementation of AI. These are the Shared Prosperity Vision (SPV) 2030 (which replaces 
the earlier Vision 2020); the Ministry of Science, Technology and Innovation’s (MOSTI) 
National Science, Technology and Innovation Policy (NSTIP) 2021–2030 and 10–10 
MySTIE Framework; the Ministry of International Trade and Industry’s (MITI) Industry-
4WRD: National Policy on Industry 4.0; the Academy of Sciences Malaysia’s Envisioning 
Malaysia 2050 Foresight Narrative; Malaysia Digital Economy Blueprint; and Malaysia AI 
Blueprint 2019.

It is worth noting that most of these documents either at least cursorily refer to, or discuss, 
ethics in specific connection to AI or, more generally, to technology. The  Blueprint, in 
particular — as the Malaysia chapter on data elaborates — identifies ethics in the use of 
data and digital tools as one of its three guiding principles.

2. USAGE AND IMPACT

A common thread running through Malaysia’s boggling number of technology-related 
policies is the prioritization of national economic development and the modernization 
of the public service in order to facilitate that. Tellingly, the NSTIP itself states that its 
rationale is to strengthen the position of science, technology, and innovation “in the 
development and growth of an innovation-based economy.” Accordingly, the NSTIP 
introduced the acronym, “STIE” — science, technology, innovation, and economy — 
that is used throughout the document “to support economic growth” and to become 
a “high-tech nation.”283

https://airmap.my/st1/
https://airmap.my/st1/
https://www.mosti.gov.my/wp-content/uploads/2022/03/National-Science-Technology-and-Innovation-Policy-2021-2030.pdf
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There is, however, an appreciation reflected in these many policies that achieving 
high-tech status and improving the quality of life through AI and big data analytics 
will have to be moored to principles of inclusiveness, economic justice, social equity, 
and sustainability.

Malaysia’s National Fourth Industrial Revolution (4IR) Policy, which addresses digital, 
physical, and biological advancement, as well as the overlaps between them, aims to facil-
itate socio-economic transformation through the “ethical use of 4IR technologies.” These 
technologies include artificial intelligence and big data in the digital domain, autono-
mous vehicles and 3D printing in the physical realm, and bioprinting and genetics in the 
biological sphere.284

The Envisioning Malaysia 2050 document acknowledges that sustainability “must also 
extend to the notions of harmony and prosperity through smart management of its 
resources and leveraging on opportunities enabled by the knowledge of its people.”

At the government level, the foray by Putrajaya (Malaysia’s administrative capital) into big 
data analytics as a foundation for AI applications started over a decade ago, with projects 
such as the Ministry of Health’s (MOH) Malaysian Health Data Warehouse (MyHDW) in 
2010. Utilizing big data analytics, AI, and geographic information system (GIS), MyHDW 
is meant to process huge volumes of structured and unstructured data for health data 
management, publication, and dissemination, as well as for the development of health 
informatics standards. Over 90 percent of the technology is homegrown and built by the 
Malaysian Institute of Microelectronic Systems (MIMOS), the country’s national applied 
research and development agency under MOSTI.285

To preserve the privacy and security of information collected, stored, and analyzed 
through MyHDW, MIMOS assures the system complies with all relevant provisions under 
Malaysia’s Personal Data Protection Act (PDPA) 2010. There is also data pseudonymiza-

tion (the practice of replacing clear identifiers such 
as names with pseudonyms) to conceal patient 
information, as well as multi-factor user authenti-
cation, in accordance with the Malaysian Adminis-
trative Modernisation and Management Planning 
Unit’s (MAMPU) guidelines. Additionally, a Data 
and Information Governance Committee manages 
data ownership, usage, and quality.286

To be sure, these are progressive measures. Priva-
cy-enhancing technologies like pseudonymization 

and anonymization, in particular, are seen to offer a balance between preserving indi-
vidual privacy, on the one hand, and optimizing information system functionality, on the 
other.287 They are also in line with international standards such as ISO 25237:2017 for the 
privacy and protection of personal health information.288

Privacy-enhancing technologies 
like pseudonymization and 

anonymization are seen to offer 
a balance between preserving 
individual privacy, on the one 

hand, and optimizing information 
system functionality, on the other

https://www.mosti.gov.my/wp-content/uploads/2021/07/National-Fourth-Industrial-Revolution-4IR-Policy.pdf
https://www.mimos.my/wp-content/uploads/2019/11/Fact_Sheet_MyHDW_001-0930A.pdf
https://www.mimos.my/wp-content/uploads/2019/11/Fact_Sheet_MyHDW_001-0930A.pdf
https://www.mimos.my/wp-content/uploads/2019/11/Fact_Sheet_MyHDW_001-0930A.pdf
https://www.iso.org/standard/63553.html


9 9ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

However, as discussed in the Malaysia chapter on data, the government is presently 
excluded from the PDPA’s ambit, which is a particular omission given the involvement 
of MOH, MIMOS, and government hospitals. There is also ambiguity about whether 
pharmaceutical or insurance companies have access to the database, whether access is 
granted by a fee, or whether the information accessed will be used for purposes other 
than research.289

A few years after the rollout of MyHDW, the government announced a broader Public 
Sector Big Data Analytics Pilot Project. This initiative, announced in 2013, began in 2015 
as a collaboration among three agencies — the Ministry of Communications and Mul-
timedia, MAMPU, and MDEC — with proof-of-concept implementation in sentiment 
analysis, price monitoring, public health, and crime prevention.290

With the launch of SPV 2030, Malaysia’s big data initiatives have become even more 
ambitious. A planned National Big Data Analytics Center (NBDAC) will enable public 
decision-making to be based on data analytics, in line with Malaysia’s digital government 
and Fourth Industrial Revolution (4IR) strategies.291 The NBDAC will encompass projects 
such as the Department of Statistics Malaysia’s (DOSM) estimation of land area and pro-
ductivity in rubber plantation through satellite imagery, machine learning, and mobile 
positioning data. The utility of an NBDAC was also underlined during COVID-19, as it 
would have enabled a clearer picture of labor disruptions and the actual size of the infor-
mal work sector as Malaysia grappled with waves of movement control orders. 

The AI-Rmap document sketches five national AI projects in healthcare, agriculture, edu-
cation, smart city transportation, and public service. Catalyzed by the pandemic, the 
project on healthcare would rely on machine and deep reinforcement learning to estab-
lish an autonomous vaccine distribution and management system.292 Using similar AI 
technologies, the project on agriculture envisions an AI-driven supply chain manage-
ment system for Malaysia’s important palm oil industry.293

The project on education would utilize AI technologies such as machine learning, neural 
networks, and natural language processing to develop a personalized learning system 
equipped with automated assessment to be deployed at scale. The hope for this par-
ticular project is to match industry demand with suitable graduates and job seekers for 
a “future-driven workforce.”294

For smart city transportation, machine learning, big data, optimization, IoT, and block-
chain would drive autonomous maintenance, repair, and operation processes for a more 
effective and reliable public commuter service.295 

In the public service, intelligent automation through chatbots could improve process 
efficiency and service delivery at the federal and state government levels.296 Addi-
tionally, MAMPU is studying the use of AI-based facial recognition to monitor 
employee attendance.297

https://www.malaymail.com/news/malaysia/2017/04/21/big-data-in-healthcare-what-we-need-to-know/1360925
https://www.malaysia.gov.my/portal/content/30734
https://www.malaysia.gov.my/portal/content/30734
https://www.malaysia.gov.my/portal/content/31237
https://airmap.my/healthcare/
https://airmap.my/agriculture/
https://airmap.my/education/
https://airmap.my/smart-cities-transport/
https://airmap.my/public-services/
https://govinsider.asia/smart-gov/cloud-ai-and-blockchain-inside-malaysias-digitalisation-strategy-mampu-azih-bin-yusof/
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With the exception of the AI-in-education project, the other nationwide initiatives will 
center on reducing operational friction and increasing productivity. Policies and guide-
lines for the public sector’s use of AI and blockchain will set the parameters for ethical 
and effective implementation of these technologies. However, there are potential mine-
fields even with seemingly mundane processes in innocuous sectors such as agriculture, 
to be discussed in the next section. Guidelines will have to be scrutinized by more than 
the AI-Rmap’s quadruple-helix structure of stakeholders to check for bias and to ensure 
ethical concepts and practices are upheld, from system design to deployment. 

CASE STUDY
USE OF AI IN THE JUDICIARY

Malaysia has begun piloting AI sentencing tools in two states, Sabah and 
Sarawak. The impetus behind the push to utilize AI in the judicial system is 
to achieve greater consistency in sentencing, and to allow the courts to clear 
case backlogs efficiently, preventing stressful and lengthy legal proceedings. 
The AI tool is currently being trialed in two types of offences: drug possession 
under Section 12(2) of the Dangerous Drug Act and rape under Section 376(1) 
of the Penal Code.

The AI algorithm analyzes cases under both offences in Sabah and Sarawak 
between 2014 and 2019. A model is created from past case patterns, then 
applied to present-day cases before producing sentencing recommendations 
that judges can choose to adopt or deviate from.

Critics, however, warn of the risks involved when utilizing AI to make such 
decisions. These include the amplification of bias against minorities and 
marginalized groups as well as the lack of ability to consider mitigating factors 
and circumstances. Malaysia’s Bar Council has also questioned the validity 
and transparency of the algorithm, given that the training dataset used was 
limited to only a five-year period. In response, the Sabah and Sarawak courts, 
along with the software developer Sarawak Information Systems Sdn. Bhd., 
attempted to mitigate the risk of bias by removing the “race” variable for 
future sentencing guidance.

The government is also partnering with the private sector to implement large-scale 
projects such as urban planning and development. Alibaba’s City Brain program, 
which started out in the Chinese city of Hangzhou, was rolled out in Malaysia’s capital, 
Kuala Lumpur, as a partnership involving the tech giant, MDEC, and City Hall. In the 

https://www.itu.int/hub/2020/04/kuala-lumpur-to-build-city-brain-with-alibaba-cloud/
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first phase, inputs from 382 cameras and 281 traffic light junctions around central 
Kuala Lumpur fed data for real-time analysis and improved traffic forecasting. The project 
is intended to support Malaysia’s digital transformation with Alibaba’s cloud and AI soft-
ware, although the data will be owned by the city.298

However, as others have pointed out, the fact that City Brain will also be offered as an open 
innovation platform to enterprises, startups, and research organizations raises privacy 
and surveillance concerns, since data that is initially gathered and algorithmically pro-
cessed for public use may end up being utilized for profiling and commercial purposes in 
the future.299

3. CHALLENGES AND PROSPECTS

A 2021 study on Malaysia’s progress in big data analytics and AI proposed a national AI 
ethical framework to guide industry in developing and deploying AI that would be “trans-
parent, unbiased, and beneficial to as many people 
as possible.” The idea, of course, is not new, given 
Putrajaya’s own cognizance of the imperative to 
integrate ethics into AI use through documents such 
as the AI-Rmap and the Blueprint. However, the 
study makes it clear that such a framework should 
go beyond the normative instruments that regional 
and international organizations, as well as multina-
tional tech companies, have already tabled. Rather, an AI ethical framework for Malaysia 
should include additional principles “unique to its national values and aspirations.”300

This approach makes sense since even basal, global standards may need to be adapted to, 
or supplemented by, those that are more contextually applicable to a particular nation. 
In  Malaysia’s case, these should address the additional challenges of government data 
classification, labor disruption, and inclusivity, in particular.

Government data classification

Open government data is a good practice in the digital age of making data produced or 
collected by governments available for free public use. It promotes good governance prin-
ciples of transparency and accountability, especially if, as in Malaysia’s case, government 
is currently excluded from data protection legislation. Although tensions between open 
government data and classified government data exist everywhere, they can be compli-
cated by a vague classification policy that might inadvertently result in an overly cautious 
bureaucracy being hesitant to publish information. This, in turn, could negatively impact 
the quality of AI data or datasets and produce automated decisions based on incomplete 
information that would likely not even be verifiable.

An AI ethical framework 
for Malaysia should include 
additional principles “unique to 
its national values and  
aspirations”

https://www.wired.co.uk/article/alibaba-city-brain-artificial-intelligence-china-kuala-lumpur
https://www.wired.co.uk/article/alibaba-city-brain-artificial-intelligence-china-kuala-lumpur
https://www.bigittechnology.com/malaysia-ai-blueprint-2021/
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In 2021, Putrajaya took a step closer to adopting a Cloud First Policy with a collaboration 
between the government’s cloud service provider, MyGovCloud@PDSA, and four com-
mercial providers: Microsoft Azure, Google Cloud, TM Cloud Alpha, and Amazon Web 
Services.301 The decision was meant to leverage the potential of data analytics, AI, and 
other emerging technologies.

Yet efforts have been slow to get underway. In 2019, an MDEC engagement session with 
29 government agencies revealed several concerns over cloud adoption, primarily related 
to security. This was notwithstanding a mandate by MAMPU dating back to 2003 direct-
ing the observance of a comprehensive set of minimum technical standards covering 
data integration, information access, and metadata, among others.302

The lack of clarity on government data classification in a cloud environment was also 
listed as a significant concern during that session. The Chief Government Security Office 
(CGSO) released data classification guidance for public agencies in 2021 so that data 
can be tagged, categorized, and organized for more efficient, automated processing.303 
Yet informants pointed out that the data classification initiative has so far been driven 
more by the private rather than the public sector. Additionally, the lack of an integrated 
database in many government agencies, as well as varying administrative procedures, 
such as the imposition of a fee in exchange for data even between agencies, hamper 
data-sharing and classification efforts.304 

Determining the parameters of what data should or should not be shared goes beyond 
improving bureaucratic functionality. It has substantial implications for how automated 
decisions are made and how the results affect people’s lives.

Labor disruption

A 2017 study calculated that 54 percent of jobs across all major economic sectors in 
Malaysia could be at high risk of being technologically displaced over the next 20 years. 
Of that figure, more than 70 percent would be semi-skilled and 80 percent would be 
low-skilled jobs. Women in clerical positions would be disproportionately affected, but 
men in more labor-intensive industries such as agriculture, mining, and construction 
would be overwhelmingly at risk from automation. 305 These projections accord with 
other studies, with one estimate showing about 50 percent of work time in Malaysia 
being spent on highly automatable activities.306

Pre-emptive and mitigation strategies through technical vocational education and train-
ing (TVET), as well as reskilling programs, are already underway.307 There is also the antic-
ipation that there will be new demand for labor, notwithstanding the expected increase of 
automation and use of AI in both the public and private sectors. Factors such as the surpris-
ing growth of Malaysia’s digital economy, despite the economic shocks of the pandemic, 
as well as greater investment in renewables, could create more jobs in different areas.308

https://www.malaysia.gov.my/portal/content/31183
https://www.csaapac.org/uploads/8/4/7/7/84773638/7_csa_apac_final_mdec.pdf
https://www.cgso.gov.my/wp-content/uploads/2021/08/Lam1-FAQ-Klasifikasi-Data-CCC_kemaskini30Ogos21_Uploadportal.pdf
http://www.krinstitute.org/Discussion_Papers-@-The_Times_They_Are_A-Changin%E2%80%99-;_Technology,_Employment,_and_the_Malaysian_Economy.aspx
https://www.mckinsey.com/featured-insights/asia-pacific/automation-and-adaptability-how-malaysia-can-navigate-the-future-of-work
https://unevoc.unesco.org/wtdb/worldtvetdatabase_mys_en.pdf
https://unevoc.unesco.org/wtdb/worldtvetdatabase_mys_en.pdf
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801.
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Effectively future-proofing Malaysia’s workforce should go beyond worker retraining or 
reskilling in digital technologies. Jobs requiring a high level of social, emotional, linguis-
tic, and cognitive skills will help diversify workers’ options. Some allowance has already 
been made for this in the Blueprint. The document outlines the need to develop creative 
thinking among students for a “competent and agile workforce.” It also spells out a spe-
cific initiative to nurture talent in the arts, entertainment, and recreation industries to 
enhance the nation’s innovation and export of digital content.309

Yet, as the Malaysia Education Blueprint 2013–2025 itself implicitly acknowledges in 
its rationale, the country’s education system has long been plagued by the rigidity of 
rote-learning; an exam-oriented approach; and the fragmentation of school types, from 
the national and vernacular to the international and religious.310 This last challenge has 
deepened divisions among Malaysia’s next generation along socio-economic and rural/
urban lines, even as it has provided the curricular flexibility reflective of the nation’s 
diversity. This could have lasting effects on the country’s AI-powered future in two 
ways — by under-preparing Malaysians for a disrupted labor market, and undermining 
the desired transformative and inclusive impact of technology for the whole nation.

There is, however, a grimmer aspect to labor disruption that should be considered, par-
ticularly if Malaysia’s national AI project in agriculture is to focus on palm oil. The country 
is the world’s second largest exporter of the commodity. Automating harvesting, extrac-
tion, and supply chain management to “sustain the productivity and revenue of the plan-
tation companies despite shortage of labor” would, on the surface, be a sound use of 
machine learning, deep learning, and computer vision.311

Given the controversy surrounding allegations of forced, undocumented labor in 
Malaysia’s palm oil plantations, the integration of AI in these production processes could 
well alleviate some of the industry’s problems in this regard. Yet, as examples elsewhere 
have shown, the use of AI technologies can also strengthen power and control in the 
hands of corporations to the detriment of mainly low-wage workers. This, in turn, can 
exacerbate income inequality or worse, exploitation.312 Any code of ethics guiding the use 
of AI in this and, indeed, other industries with a stark power imbalance would have to 
make allowances for both the foreseeable and unintended consequences of reproducing 
pre-existing inequities through automation.

Inclusivity

One of the most discomfiting risks of AI in a multi-ethnic and multi-religious society 
is its proven ability to propagate bias and discrimination through opaque algorithms. 
In the context of Malaysia, two related and sensitive questions arise. First, how will the 
nation’s delicate balance of communal relations play into and affect algorithmic datasets 
without worsening real-world biases? Second, big data initiatives notwithstanding, with 
gaps in the availability and quality of data, can Malaysia credibly train AI systems, and 
can these technologies redress or reverse latent policy biases?313

https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.moe.gov.my/menumedia/media-cetak/penerbitan/dasar/1207-malaysia-education-blueprint-2013-2025/file
https://ainowinstitute.org/AI_Now_2019_Report.pdf
https://workforce.com/news/artificial-intelligence-ethics-for-managing-low-wage-workers
https://www.nber.org/papers/w26681
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Data, after all, is a reflection of historical, political, and social realities. The ethnic, reli-
gious, and linguistic cleavages that post-colonial Malaysia inherited at independence 
continue to underpin public and private debates on education, the legal and justice 

systems, and economic policies. If anything, these 
frictions have only been amplified with greater 
political space and the advent of social media since 
the early 2000s. Not addressing these communal 
fractures in real life and delegating decisions to 
algorithms, instead, will only embed prejudice 
under the guise of technological neutrality.

One way to assess whether AI-powered systems will 
serve Malaysia’s diverse population equitably is to 
examine the ethnic or national-origin composition 
of the scientific research community in the country. 

This shines a light into how welcoming it is to different perspectives, which could in turn 
stimulate higher-quality research.

A study in 2016 concluded that Malays greatly increased their research participation and 
publication in Malaysia over three decades, from 20 percent in 1982–1984 to 65 percent 
in 2012–2014. There was a corresponding decline among Malaysian Chinese and Indian 
authors (although their absolute numbers increased because of a rise in Malaysian scien-
tific output in total). Malay researchers demonstrated particular strength in engineering 
and technology, as well as in physics, and doubled their representation in clinical medi-
cine, which is a field traditionally dominated by Indians.

Unsurprisingly, research and writing collaborations with foreign scientists strongly 
reflected the ethnic divisions in Malaysia; that is, Malays (who are also Muslim, as defined 
by Malaysia’s constitution) favored working with counterparts from Muslim-majority 
countries, Indians with colleagues from India, and Chinese with those from China. 
The expansion in scientific output among Malays is remarkable when compared against 
the steadier population growth of Malays, as a collective group, in the same time period.314

These figures on science are testament to the country’s affirmative action agenda dating 
back to the New Economic Policy of 1970 to correct for ethnic-wealth disparities. However, 
this approach, which started out with good intentions to uplift Malaysia’s bumiputera 
(sons of the soil) population, has proven polarizing over the years.315

The country’s orang asal or orang asli (indigenous community) are categorized as bumiput-
era, yet they continue to be hardest hit by poverty. Official data from 2010 showed that 
over 50 percent of the community in peninsular Malaysia was categorized as poor and 
33 percent as hard-core poor. By comparison, the national average of hard-core poor was 
0.7 percent.316

The ethnic, religious, and 
linguistic cleavages that 

post-colonial Malaysia inherited 
at independence continue to 
underpin public and private 

debates on education, the legal 
and justice systems, and 

economic policies

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5124039/
https://www.ohchr.org/sites/default/files/MalaysiaCare.pdf
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The orang asli in peninsular Malaysia were not actually included in DOSM’s 2016 house-
hold income survey, even though they numbered around 178,000 people. By contrast, 
80,000  households were surveyed. DOSM explained that the Department of Orang Asli 
Development (JAKOA) had those detailed statistics, but did not provide a reason why they 
had been left out of the survey itself.317 As it is, observers point to the challenge of data 
exclusion in countries such as Malaysia as a larger concern than data protection and priva-
cy.318 The lack of quality data, as well as decentralized access to datasets, could degrade the 
algorithmic training process and consequently the value of decisions derived from that.

Like most indigenous communities elsewhere, Malaysia’s orang asal/orang asli provided 
for themselves by foraging, hunting, and subsistence farming on native customary land. 
However, repeated infringements of their land rights through logging, mining, and cash 
crop plantations have left them marginalized, and plagued by malnutrition and  lack 
of access to basic services. Although the government established JAKOA as a dedicated 
agency for indigenous affairs, scholars and non-governmental organizations argue 
that its approach has been to assimilate and resettle the population in the name of 
sustainable development.

In the past, the government attributed the continued impoverishment of the orang asal/
orang asli to their failure to view development through the same national lens.319 This per-
spective questions the meaning of references to harmony, prosperity, sustainability, 
and progressiveness in the Envisioning Malaysia 2050 document, which also talks about 
“endogenous STI” and knowledge of the country’s people. Presumably, this would also 
encompass indigenous knowledge among Malaysia’s native communities in peninsular 
and east Malaysia with their deep connections to nature and biodiversity.

Another indication of inclusivity in advancing an ethical AI ecosystem is female partic-
ipation in STEM subjects. In Malaysia, women fall behind men at both the tertiary and 
professional levels. Of the number of STEM tertiary graduates in 2018, 34.2 percent con-
stituted women compared to 65.8 percent for men.320 

Interestingly, in the early 2000s, as the number of women in higher computer science 
education decreased in many Western countries due to perceptions of the field as “mas-
culine,” Malaysia presented a different picture. At the time, women constituted about 
half of all students and the majority of the faculty in computer science and information 
technology (IT).321 One study in 2006 concluded there was no gender bias with regard to 
how those subjects were viewed by female students. In fact, when compared to their male 
counterparts, female students were more certain that they would go on to pursue a career 
in computing or IT.322 

Yet the overall picture is a little more complex. Malaysia has had a national policy on 
women since 1989 to achieve gender equality, yet has the third lowest female labor force 
participation rate in the ASEAN region.323 At the same time, the country has a reverse 

https://www.pressreader.com/malaysia/the-star-malaysia/20190902/281625306977945
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_Report&populartype=series
https://journals.sagepub.com/doi/pdf/10.1177/0162243907306192
https://cacm.acm.org/magazines/2006/3/5975-women-in-computer-science/fulltext
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-development-action-plan-2#:~:text=National%2520Women%2520Policy%2520intends%2520to,development%2520to%2520achieve%2520gender%2520equality.
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-development-action-plan-2#:~:text=National%2520Women%2520Policy%2520intends%2520to,development%2520to%2520achieve%2520gender%2520equality.
https://www.worldbank.org/en/results/2020/04/21/toward-better-economic-opportunities-for-women-lessons-from-malaysia
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gender gap in school enrollment at all levels, with males being significantly underrep-
resented in public university enrollment in every field of study except engineering, 
manufacturing, and construction. There is also a trend of male underperformance at 
the secondary education level.324 So, as Malaysia works toward bringing on board more 
women into STEM for more ethical AI systems, society should also ensure that it doubles 
down on engaging males in education so as not to create a cohort of “lost boys,” or educa-
tionally marginalized young men.325

4. CONCLUSION

Malaysia’s AI-Rmap document, with its proposal for an AI Code of Ethics, and pending 
National AI Framework are encouraging steps to integrate ethical principles and stand-
ards into the country’s transition to AI technologies. A suite of other complementary 
digital strategies, policies, and blueprints will help institutionalize this approach for the 
long term.

However, it is still a huge leap from this point to what was initially envisioned with 
the birth of the Multimedia Super Corridor (MSC), which set the stage for nearly all 
of Malaysia’s digital ambitions and policies — a networked ecosystem of ICT- and 
IT-enabled industries that would “develop new codes of ethics in a shrunken world,” “set 
global standards in flagship applications,” and facilitate a “world-leading” and “harmo-
nized global framework of cyberlaws.”326

While Malaysia has been a member of the International Telecommunication Union (ITU) 
since 1958 and the Department of Standards Malaysia is a member of both the Interna-
tional Organization for Standardization (ISO) and the International Electrotechnical 
Commission (IEC), it does not currently participate in the ISO and IEC Joint Technical 
Committee (JTC) on Artificial Intelligence. The JTC serves as the focal point for the Com-
mittee’s standardization program on AI, including on ethics, and provides guidance on 
developing AI applications. Drawing up new codes of ethics and international standards 
requires consistent presence and participation in these sorts of forums.

But it would have to start with multi-stakeholder discussions at the national level. 
This would require delicate conversations about the types of values and principles under-
pinning the multiculturalism of Malaysia, which could then be translated into an AI Code 
of Ethics to govern technology. It would also warrant a recap of the nine challenges first 
laid out in Vision 2020 and recalled by the Envisioning Malaysia 2050 document as a 
recurring theme of “a united, democratic, moral and ethical, liberal and tolerant, just and 
equitable, prosperous, scientific and progressive society.”327 To paraphrase an informant, 
ethical AI in a nation of diversity can only be realized if there is first an embrace of that 
diversity. The proof will be in the coding.

https://www.moe.gov.my/menumedia/media-cetak/penerbitan/dasar/1207-malaysia-education-blueprint-2013-2025/file
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SINGAPORE

1. BACKGROUND

As Southeast Asia’s tech front runner, it comes as no surprise that Singapore is ahead 
of the pack among its ASEAN peers in the AI landscape. The city-state’s rapid advance-
ments and agile approach to AI technical development and policymaking have been 
noted across the Asia Pacific. Singapore’s geographic size, multicultural mix, and repu-
tation as the melting pot of technological innovation in the region makes it the ideal AI 
laboratory, capturing the imagination and even the admiration of other countries like 
Australia, Japan, and South Korea. As Singapore rides the momentum of its technological 
advancements in AI, it has also started to install guardrails to maximize the benefits and 
mitigate any unintended harms.

In June 2018, Singapore announced that it would embark on three AI Governance and 
Ethics Initiatives: 328 (1) an Advisory Council on the Ethical Use of AI and Data, estab-
lished in August 2018 and comprising of government and private sector representatives; 
(2) a discussion paper released by the Personal Data Protection Commission (PDPC) on 
responsible development and adoption of AI, which will be used by the Council to frame 
its deliberations; and (3) a research program on the governance of AI and data use to 
advance and inform scholarly research on AI governance issues.

In 2019, Singapore launched the National AI Strategy (NAIS), under the Smart Nation 
and Digital Government Office’s National AI Office. As part of a three-point vision to 
use AI to transform the country’s economy and the lives of its people, NAIS will deploy 
AI at a national scale for Singapore to become a global hub for AI solutions; generate 
new business models and deliver innovative services to local populations; and train the 
Singaporean workforce to adapt in the evolving knowledge-based economy.329 To build 
a  viable AI ecosystem, NAIS outlined seven national AI projects, namely, healthcare, 
smart estates, education, border security, logistics, finance, and government,330 which 
will be supported by key enablers — multi-stakeholder partnerships, data architecture, 
talents and education, trusted environment, and international collaboration.331

Singapore’s Smart Nation initiative is a culmination of previous efforts to digitize public 
service delivery or e-government.332 But unlike previous attempts, this Smart Nation ini-
tiative aims for a complete digital transformation across different aspects of urban life.333 
The impetus for the Smart Nation initiative to employ smart technologies is rooted in 
the confluence of internal and external events. Globally, there is an emerging trend to 
capitalize on the value creation offered by big data. At the same time, domestically, the 
political debate on urban development has been intensifying.334 High population density 
and immigration were two factors that led to growing public discontent, which resulted 
in a decline in support for the ruling People’s Action Party in the 2011 general elections.335 

https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/2018-06-05-Fact-Sheet-for-AI-Govt.pdf
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/2018-06-05-Fact-Sheet-for-AI-Govt.pdf
https://www.smartnation.gov.sg/initiatives/artificial-intelligence
https://www.smartnation.gov.sg/initiatives/artificial-intelligence
https://www.smartnation.gov.sg/files/publications/national-ai-strategy.pdf
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://www.worldscientific.com/worldscibooks/10.1142/9798%3B%2520https:/www.jstor.org/stable/10.7864/j.ctt1hfr2dc
https://ipscommons.sg/breakthrough-roadmap-for-singapores-political-future/
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The juxtaposition of the economic opportunities from the global explosion of data, com-
bined with growing public pressure from the Singaporean electorate to address the 
challenges of overcrowding in the city-state, compelled the government to lay the early 
foundations of the Smart Nation initiative.336

2. USAGE AND IMPACT

Investments in research and development and human resources were integral to achiev-
ing Singapore’s Smart Nation ambition. Deputy Prime Minister and Coordinating 
Minister for Economic Policies Heng Swee Keat announced in November 2019 that the 
government was investing SGD500 million (around USD364 million) to fund AI projects 

under the Research, Innovation and Enterprise 
2020 plan.337 In affirming Singapore’s vision of 
becoming a global AI hub by 2030, Heng said that 
the island republic would strive to be at the fore-
front of developing and deploying scalable and 
impactful AI solutions.338 Singapore’s ambition to 
lead in AI innovation is warranted. McKinsey has 
found Singapore to be the frontrunner in AI experi-
mentation in financial services, high-tech telecom-

munications, manufacturing, and mobility in Southeast Asia.339 Accenture estimates that 
AI has the potential to boost Singapore’s annual economic growth from 3.2 percent to 
5.4 percent and its labor productivity by 41 percent by 2025.340

Over time, the number of key enablers of Singapore’s digitization efforts under its Smart 
Nation program has expanded, underpinned by a strong collaboration between gov-
ernment, industry, and academia.341 For instance, the Monetary Authority of Singapore 
(MAS) established a regulatory sandbox in collaboration with PayPal to incubate start-ups 
in financial technology. The collaboration produced PolicyPal, an AI-powered app which 
facilitates registration of insurance policies.342 Since then, the regulatory sandbox has 
been adopted as a useful policy tool in Singapore’s smart city initiatives to co-create solu-
tions among relevant government agencies, the private sector, and policymakers.343 

NAIS also introduced the idea of building data lakes to manage Smart Estates in 
Singapore. Smart Estates refer to the deployment of smart technologies to collect, 
analyze, and optimize the use of data to pre-empt problems or predict trends in housing 
estates. Through Smart Estates, the Singaporean government can tap data to identify the 
use of electricity for lighting and cooling systems.344 The Infocomm Media Development 
Authority (IMDA) and the Singapore University of Technology and Design will pilot data 
lakes to improve data access and serve as a repository for common data standards and 
governance frameworks. With the malleable nature and emergent effects of AI, NAIS 
remains a living document, open to constant review to reflect the evolving technical, 
ethical, and socio-economic dimensions of AI.

AI has the potential to  
boost Singapore’s annual 

economic growth from  
3.2 percent to 5.4 percent  
and its labor productivity  

by 41 percent by 2025

https://online.ucpress.edu/as/article-abstract/52/1/220/24520/Singapore-in-2011A-New-Normal-in-Politics?redirectedFrom=fulltext
https://www.channelnewsasia.com/singapore/singapore-national-strategy-ai-economic-benefits-heng-swee-keat-849691
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/artificial%20intelligence/ai%20and%20se%20asia%20future/artificial-intelligence-and-southeast-asias-future.ashx
https://www.accenture.com/_acnmedia/pdf-57/accenture-ai-economic-growth-infographic.pdf
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://www.straitstimes.com/business/companies-markets/insurance-start-up-policypal-graduates-from-mas-fintech-regulatory
https://www.galengrowth.asia/2017/02/13/the-case-for-a-healthtech-regulatory-sandbox-in-singapore
https://www.straitstimes.com/singapore/imda-partners-austrade-to-develop-smart-estates-solutions-for-the-community
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CASE STUDY
USE OF AI IN URBAN PLANNING

In the Singaporean government’s efforts to construct a Smart City, smart 
lamp posts have been planned for installation throughout the city. The lamp 
posts are to house a host of interconnected sensors and cameras belonging 
to different government agencies for detecting everything from unruly crowds 
and speeding e-scooters, to hazy weather. AI technologies such as big data 
analytics and deep learning would analyze the integrated pool of data collected 
to facilitate better-informed and co-ordinated public sector decision-making 
in urban planning.

Concerns were raised about the surveillance cameras and facial recognition 
technologies that would be incorporated into the smart lamp posts, 
but Prime Minister Lee Hsien Loong stated that the project was aimed 
at improving the lives of citizens, and that it was not intended to be 
unethical or intrusive. A spokesman for GovTech said: “The need to protect 
personal data and preserve privacy are key considerations in the technical 
implementation of the project.” In order to ensure that data collected remain 
secure, the government has engaged commercial security stakeholders such 
as LogRhythm’s NextGen SIEM platform to monitor and detect potential 
cybersecurity threats.345 The platform allows for all data sources, including 
cameras, sensors, cloud network, servers, and security operations centers’ 
workstations, to be integrated onto a single platform, enabling the security team 
to identify high-risk activities in the network and corroborate threat indicators.

To address the governance conundrum in AI development, Singapore prides itself 
on being the first country in Asia to put forward an AI framework.346 The Model AI 
Governance Framework aims to address the complex relationship between innova-
tion and regulation. Oriented around internal and external governance measures, 
risk-management, and operation management, the Model AI Governance Framework 
provides policymakers and industry practitioners with practical tools to address and 
overcome future AI challenges, given the disruptive nature of technology.347,348 

In building trust toward AI, the Framework is grounded on two high-level principles. 
First, AI solutions’ decision-making process should be explainable, transparent, and 
fair. Second, they should be “human-centric.”349 Organizations must help people under-
stand how machine learning and deep learning make their predictions. They must also 
oversee the overall process as to how AI models use data to make predictions and arrive 
at fair assessments or outcomes. Human-centric refers to the requirement that AI should 
benefit the well-being and safety of society.350

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3444024
https://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx
https://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx
https://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx
https://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx,
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To further guide industry in adopting a self-regulatory approach to the development, 
deployment, and usage of AI, the Singaporean government produced the Compendium 
of Use Cases and the Implementation and Self-Assessment Guide for Organisations 
(ISAGO) companion document.351 Both documents provide practical examples to help 
organizations align their AI governance practices to the Model Framework.

As part of its industry outreach, the MAS entered a multi-phase collaborative project with 
the financial industry to evaluate their Artificial Intelligence and Data Analytics (AIDA), 
and to co-produce principles of fairness, ethics, accountability, and transparency which 
can be applied to banking (credit risk scoring and customer marketing) and insurance 
(predictive underwriting and fraud detection).352 

Singapore is also making its mark in the emerging AI international standards setting 
arena, participating in the ISO/IEC JTC 1/SC 42 standards committee on Artificial Intel-
ligence.353 As of the time of writing, in Southeast Asia only Singapore and Indonesia were 
involved in the committee, with Singapore participating as a full member with voting 
rights and Indonesia as an observer member. With its high technical capacity and heavy 
investments in AI research and development, Singapore can utilize its expertise to con-
tribute productively to the ongoing global discussions on standards.354

3. CHALLENGES AND PROSPECTS

Singapore has secured the first mover advantage in AI development in the region, but 
a few challenges remain. These obstacles include a shortage of talent; repeated incidents 
of data breaches; the government’s highly centralized approach; and problems with 
upholding transparency, inclusion, and equity.

AI workforce

To elevate its competitive position in the AI landscape, Singapore must contend first with 
the lack of a capable workforce. It is projected that Singapore’s talent deficit will amount 
to 600,000 in the next few years.355 Although the government has launched apprentice-
ships, graduate scholarships, and conversion programs with the private sector, Singapore 
will have to find creative ways to attract international talent. 356 If not, the city-state risks 
losing approximately USD107 billion by 2030 due to manpower shortages.357 While off-
the-shelf AI solutions remain a viable option, AI is an artisanal endeavor that requires a 
“human-in-the-loop” to ensure the explainability and reliability of its models. Humans in 
the loop can inspect, verify, and alter algorithms at different stages of the cycle to make 
high quality AI models which embody fairness and transparency. Highly skilled and 
capable talent is fundamental to harnessing the power of AI to mitigate any potential 
harm or bias.

https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.mas.gov.sg/news/media-releases/2021/veritas-initiative-addresses-implementation-challenges
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in-ASEAN.pdf
https://techwireasia.com/2020/09/is-singapore-facing-a-tech-talent-crunch/
https://www.rsis.edu.sg/rsis-publication/cens/artificial-intelligence-sustaining-singapores-ai-ambitions/#.YqvdE33MIxd
https://focus.kornferry.com/wp-content/uploads/2015/02/KF-Talent-Crunch-Country-Report-Singapore-Digital.pdf
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Cyberattacks

High profile incidents of data breaches involving Singapore’s digital native companies 
deploying AI solutions like Grab can dampen public confidence in AI.358 The repeated 
occurrence of data privacy breaches can have a chilling effect on public-private partner-
ships involving data usage in pilot testing, regulatory sandbox, and the establishment 
of infrastructures like data lakes. Cyberattacks through adversarial AI are an emerging 
threat that further challenge the efficacy of current data protection laws. Defense Minis-
ter Ng Eng Hen has called for the need to revisit cybersecurity standards and frameworks 
to guide the public and the private sectors with the increasing integration of AI and big 
data.359 Singapore’s private sector has echoed similar sentiments, noting that increas-
ing reliance on technology will result in more cyberattacks.360 The recent public backlash 
over the TraceTogether app and other high-profile data breaches adds to the growing 
reluctance among Singaporeans to share personal information with the government.361

Surveillance, accountability, and public trust

Recognizing the public’s growing skepticism about the reach and impact of AI and big 
data, combined with deteriorating confidence in data protection, it could be hard for the 
Singaporean government to solicit more solid public buy-in in further rollouts of Smart 
Nation initiatives as the public starts to focus more on deeper issues of surveillance, 
accountability, public trust, and inclusion.

Singapore’s use of facial recognition and smart city solutions predates its smart city ini-
tiatives. With the deployment of facial verification and smart lamps as components of 
crowd analytics, there is growing criticism of how facial recognition technologies can 
inadvertently facilitate discrimination based on gender and ethnic bias.362 The intrusive 
nature of such technologies extending to human emotions is also problematic, particu-
larly in the absence of user consent.363 

Relatedly, there is also the issue of accountability and public trust. Despite claims that 
the Model AI Governance Framework is sector-, technology-, and algorithmic-agnostic — 
meaning it has a general focus on AI data analytics, systems, and software and applies 
as a standard baseline for organizations across all sectors364 — it is still considered weak. 
As adoption remains voluntary in the private sector, there is no clear-cut understanding 
of the extent to which it will be applied.365 With its non-binding nature, the framework 
can be applied during the initial stages of tech deployment, but AI developers can even-
tually depart from it in the process. Thus, more concrete oversight must be adopted to 
address safety considerations, given the rapid integration of AI-based features in com-
monly available applications.366

With these concerns simmering, there is a clear need for concrete legislation to ameliorate 
the unintended effects of AI. The Law Reform Committee of the Singapore Academy of 
Law has called for a more proactive approach to tackle developing, deploying, and scaling 

https://www.straitstimes.com/tech/grab-fined-10000-for-fourth-data-privacy-breach-in-two-years
https://www.straitstimes.com/singapore/rules-urgently-needed-for-cyber-ai-and-other-emerging-domains-amid-growing-threat-of-cyber
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://www.rsis.edu.sg/rsis-publication/rsis/facial-recognition-more-peril-than-promise/#.Yqvdtn3MIxe
https://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx
https://www.rsis.edu.sg/rsis-publication/rsis/singapores-ai-living-lab-safety-rules-essential/#.YqvdvX3MIxd
https://www.rsis.edu.sg/rsis-publication/rsis/singapores-ai-living-lab-safety-rules-essential/#.YqvdwH3MIxd
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AI applications. It published a series of reports that called for the passage of “soft laws” 
to develop AI technologies “that foster socially and economically beneficial development 
and use of robotic and AI-driven technologies.”367 Specifically, the reports highlight the 
potential risks of autonomous robotics and AI (RAI) on humans and property, and issues 
over how existing criminal laws and liability can be applied. In conclusion, the Commit-
tee recognized that RAI could give rise to new forms of harm, thus inevitably challenging 
existing laws and regulations. This will, in turn, require all regulators and legislators to 
be agile in addressing new and emerging risks.368

Underlying issues of weak regulatory and legislative frameworks lead to legitimate 
concerns over surveillance and discrimination, and this will have far-reaching implica-
tions in terms of Singaporeans’ perception of AI. A Pew survey confirms that, overall, 
72 percent of Singaporeans perceive AI as beneficial to their society, but the use of robots 
to automate jobs solicited mixed views, with 48 percent saying it would be a good thing 
and 42 percent averse to the idea.369 The mixed results show that it remains to be seen 
how the actual implementation of AI technologies can live up to its promise.370 

Inclusion and equity

As mentioned, the IMDA established an Advisory Council on the Ethical Use of AI and 
Data to support the establishment of a trusted AI ecosystem.371 This is a positive step 
toward potentially bridging any gaps in inclusion and trust among its diverse members.372 
But experts argue that the government’s heavy hand in guiding the council’s direction 
still casts a shadow of doubt over its capacity to genuinely dive into the root cause of 
AI’s potential and unintended risks without being influenced by issues of politics and 
profit.373 In various stakeholder consultations conducted for this report, informants cau-
tioned that the government’s tendency toward heavy technological determinism should 
be balanced by a deeper sense of critical reflection to promote inclusion and equity.

The government’s top-down digitization efforts have crowded out private-sector oppor-
tunities, which disproportionately impacts small players, entrepreneurs, and start-ups.374 
The consequences of the government’s centralized approach are already manifest — 
the Smart Nation initiative is struggling to capture Singaporeans’ imagination due to the 
lack of other success stories besides its local fintech industry.375 Setting up adequate 
digital infrastructure and providing funding resources are essential, but the government 
should allow start-ups to “play” and exercise a relative degree of creative freedom to spur 
out-of-the-box innovation.376

Small and Medium Enterprises (SMEs) continue to face digitalization barriers in 
Singapore. For context, Micro, Small and Medium Enterprises (MSMEs) comprise 
99 percent of all firms, employ 72 percent of the workforce, and contribute approximately 
50 percent to the total GDP. Although SMEs in the city-state are optimistic about their 
digital transformation,377 it was found that they continue to experience higher costs in 

https://www.sal.org.sg/sites/default/files/SAL-LawReform-Pdf/2021-02/2021%20Report%20on%20Criminal%20Liability%20Robotics%20&%20AI%20Systems.pdf
https://www.sal.org.sg/sites/default/files/SAL-LawReform-Pdf/2021-02/2021%20Report%20on%20Criminal%20Liability%20Robotics%20&%20AI%20Systems.pdf
https://www.pewresearch.org/science/fact-sheet/public-views-about-science-in-singapore/
https://www.pewresearch.org/science/fact-sheet/public-views-about-science-in-singapore/
https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2018/composition-of-the-advisory-council-on-the-ethical-use-of-ai-and-data
https://www.todayonline.com/singapore/big-read-speed-bumps-hinder-singapores-smart-nation-drive
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAllowed=y
https://www.salesforce.com/ap/blog/2022/04/challenges-opportunities-singapore-smes.html
https://www.theedgesingapore.com/news/disruption-and-digitalisation/singapore-smes-lead-us-and-uk-tech-adoption-xero
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tech adoption, an urgent requirement to upskill employees, and the need to raise cyber-
security spending against potential risks.378 Singapore could also pay more attention 
to the role of women-led businesses. Despite the government’s campaigns for digital 
inclusiveness, such as Digital for Life,379 and women-focused initiatives such as SG 
Women in Tech,380 more could be done to close the gender imbalance. A study conducted 
by Accenture revealed that women-owned businesses account for only 27 percent of all 
businesses and 13 percent of sales.381 Addressing gender parity through more oppor-
tunities for women-owned businesses could yield an additional 20 percent to Singa-
pore’s GDP.382 

Another dimension of exclusion that pervades AI development in Singapore is the notion 
of data dominance.383 Most often, Singapore is perceived as a highly interconnected city-
state capable of capturing huge streams of data. But a major concern among experts 
is the overrepresentation and the underrepresentation of specific groups or profiles of 
individuals and communities in Singapore that can lead to some being marginalized or 
excluded. The term data dominance has a sharper edge when discussing data inclusion 
or  exclusion, because it shows how stereotypes and binaries can be reinforced in the 
digital realm with overrepresentation or underrepresentation in data sets.

Singapore is comprised of diverse communities imbued with an array of different eth-
nicities and faiths. In addition, it is also home to thousands of foreign talents engaged 
in both high-skilled and labor-intensive industries. With a unique cultural mix and man-
ageable geographic size, Singapore is a living AI laboratory capable of testing, devel-
oping, deploying, and scaling AI solutions. However, if not managed carefully, data 
dominance can favor one community over the other and disproportionately impact those 
who are already in precarious positions.384

The TraceTogether controversy demonstrated how AI-backed platforms can impact 
vulnerable migrant workers in cosmopolitan cities like Singapore in the age of glo-
balization. Although Singapore has had one of the world’s most efficient coronavirus 
responses, its preferential programs aimed specifically at monitoring the mobility of 
migrant workers showed how foreign workers were considered a risk, rather than being 
at risk.385 More importantly, it illustrated how technology can reinforce or amplify racism 
and xenophobia, resulting in “multiple and intersecting forms of discrimination and 
inequality, gender-specific restrictions in migration policies, precarious and informal 
labor [conditions].”386

Challenges on inclusion and equity are not unique to Singapore. The problems of digital 
technologies perpetuating current structural power imbalances and social injustices 
have gained wider attention, alongside a wave of renewed optimism on AI.387 With AI’s 
unprecedented integration and the dawn of an emerging digitally-centric society, rede-
fining what it means to be a citizen in this new era is paramount. As one informant 
argued, being a digital citizen requires knowing how to be human and humane in today’s 

https://www.sgwomenintech.sg/
https://www.sgwomenintech.sg/
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.pdf
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.pdf
https://publications.iom.int/system/files/pdf/quarantined.pdf
https://publications.iom.int/system/files/pdf/quarantined.pdf
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digital societies and understanding one’s digital rights. Having such knowledge will 
allow human beings to live and thrive with machines that possess human-like abilities. 
Reflecting on what it means to be a digital citizen will demand more than just a checklist 
or guidelines but more space for dialogue and deliberation.388

Informants suggested establishing a “social material assembly” — informed by the 
socio-technical approach — to fully harness the dynamics of human-machine inter-
action and to alleviate concerns about surveillance and discrimination.389 In practical 
terms, the social material assembly could be implemented by convening community 
forums to facilitate better interaction and understanding between the creators and 
innovators of AI technologies, as well as direct users and the general population more 
broadly.390 Community dialogues or forums would open more direct communication 
channels between technical experts, like AI engineers and data scientists, as well those 
who come from non-technical backgrounds.391 These forums could help technical experts 
better grasp the implications of their codes or models in real-world settings, while the 
non-technical individuals could provide feedback.392

The assembly would also incorporate the philosophical approaches of mindfulness 
and clarity with high technical capacity. Clarity includes knowing what kind of infor-
mation an individual needs to guide his or her behavior, while mindfulness involves 
leading AI and not being led by it.393 Dialogues or deliberations are key in translating 
clarity and mindfulness into concrete terms and in realizing digital equity.394 Achieving 
digital equity will help transcend not only the gap between the haves and have-nots in 
tech access, but also the generational divide between Singapore’s ageing population and 
younger digital natives.395

It is not sufficient for the private sector to drive the conversation on the future of AI. 
Instead, proactively involving citizens in such deliberations in an organic fashion could 
facilitate more buy-in and ownership.396 Combined with ongoing digital literacy and 
education, internalizing what it means to be a digital citizen could be the key to a more 
ethical and sustainable AI in the future.397

4. CONCLUSION

After a careful examination of Singapore’s approach to data privacy and security and AI 
standards, it is apparent that there is a fundamental connection between the two. As the 
building blocks of AI, Singapore ensures that the foundational elements of confidenti-
ality, integrity, and accessibility of data are intact and, more importantly, that the indi-
vidual’s rights to privacy and security are protected. Although the Model AI Governance 
Framework is non-binding, the stringent regulatory measures offered by the PDPA lay the 
foundation to ensuring that organizations comply with their data protection obligations 
in processing personal data. From a practical standpoint, the PDPA serves as a guiding 
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framework to help companies set up accountability-based practices in data management 
and protection. If companies do not align their policies, structures, and processes around 
the core tenets of PDPA, they risk legal, ethical, and governance issues which may erode 
public confidence in AI. The enforcement of the PDPA thus provides concrete assurances 
that AI technologies built or utilized in Singapore are held to high-level standards.

A cursory glance at the current data landscape in the region shows a rising trend of 
adopting the EU’s GDPR as the gold standard for data privacy and protection. While this 
signals a positive step, a major concern on the horizon is how to reconcile such inter-
national frameworks with developments in Southeast Asia; in particular, whether a 
regional and interoperable AI ecosystem can be cultivated in the region amid tensions 
between data localization, on the one hand, and cross-border data flows, on the other. 
Between the two camps, Singapore leans more toward the free and open flow of data, 
based on its various bilateral digital economic agreements and membership of regional 
trade frameworks.

The recent launch of the Global Cross-Border Privacy Rules (CBPR), building on the exist-
ing APEC CBPR and Privacy Recognition for Processors, could provide ASEAN with a 
middle pathway.398 The membership of Singapore and the Philippines in the Global CBPR 
could provide the opportunity for dialogue among other ASEAN members that are also 
members of APEC and subscribe to the existing APEC CBPR. Finding a nimble and 
win-win arrangement to facilitate equivalency measures or reciprocity on data flow could 
help the region lay the groundwork for an interoperable AI ecosystem.

As Singapore continues to journey in the uncharted territory of AI, and in the wider 
context of the data-driven economy, its ambition to become a global hub could be 
enhanced by inclusive and flexible public engagements and education. Existing efforts 
on digital literacy and information and communication campaigns could be supple-
mented by deep and meaningful conversations that ask the more practical yet pertinent 
questions of its citizens: “Why should I care?” and “How should my understanding drive 
my decisions?” As Singapore aims to become the hub of AI innovation in the region — 
whether through exporting advanced AI technologies, or leading rule-making strate-
gies on AI governance in international standards 
setting or policymaking — it will have to contend 
with increasing tension between innovation 
and regulation. But ultimately, according to our 
informants, Singapore will need to wrestle with 
the more uncomfortable issues and challenges of 
digital equity, digital citizenship, and AI sustain-
ability, which its top-down approach has not yet 
adequately addressed.

Singapore will need to wrestle 
with the more uncomfortable 
issues and challenges of digital 
equity, digital citizenship, 
and AI sustainability, which 
its top-down approach has 
not yet adequately addressed

https://www.commerce.gov/global-cross-border-privacy-rules-declaration
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THAILAND

1. BACKGROUND

Thailand’s foray into AI started in the 1970s, marked by a gradual and sustained engage-
ment and collaboration between the government, academia, and research institutes. 
Despite limited funding allocation and resources, Thailand’s AI development has under-
gone a steady transformation, with some scholars suggesting the following timescale: 
Pioneering Period (1988–1999), Research Roadmap Creation (2000–2005), Synergy and 
Alignment (2006–2010), to the Practical Applications of AI Research (2011–onwards).399

In recent years, Bangkok has released policy frameworks and initiatives to bolster its 
AI competitiveness. The National Higher Education, Science, Research, and Innova-
tion Policy Council (Policy Council) approved the draft version of the National AI Master 
Plan 2021–2027, which outlines two development phases.400 Under Phase 1 (2021–2022), 
Thailand will establish key aspects of AI development from data governance guidelines, 
data analytics and AI infrastructure, to human resources, entrepreneurs, agriculture, and 
government services. During Phase 2 (2023–2027), there will be an expansion on research 
and development and applications of AI across target industrial sectors.401

In early 2022, the National AI Strategy (NAIS) was finally published, outlining a framework 
to strengthen Thailand’s competitive position in AI development, as well as its readiness 
for the evolving social, ethical, legal, and other regulatory dimensions of AI application.402 
To implement the strategy, the National AI committee, and its sub-committees — 
(1) Regulation and Social; (2) Data and Infrastructure; (3) Human resources and Research, 
Development, and Innovation; (4) Industry promotion and Investments — were estab-
lished to facilitate collaborative participation among different government ministries.403 
At the time of writing, NAIS 404 is currently waiting for cabinet approval.

The Draft National AI Master Plan and subse-
quently, the NAIS build on core documents such as 
the 20-Year National Strategic Plan released in 2017, 
which aims to boost Thailand’s digital economic 
development in the long term.405 Under Thailand’s 
National Strategy (2018–2037), AI was identified 
as one of the key drivers to advance the country’s 
economy, alongside the Internet of Things, big data 

analytics, robotics, and drone technology.406 Given the drastic shift in Thailand’s ageing 
demographics, AI is expected to improve the country’s healthcare sector for greater effi-
ciency, not only in the metropolis but also in far-flung areas.407 Additionally, AI is an inte-
gral component for the development of science, technology, and innovation, as indicated 
in the Twelfth National Economic and Social Development Plan (2017–2021).408 

AI is an integral component for 
the development of science, 
technology, and innovation, 
as indicated in the Twelfth 

National Economic and Social 
Development Plan

https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://www.nxpo.or.th/th/en/8320/
https://www.nxpo.or.th/th/en/8320/
https://oecd.ai/en/dashboards/policy-initiatives/http://aipo.oecd.org/2021-data-policyInitiatives-27299
https://www.bangkokpost.com/tech/2279251/nectec-head-targets-national-ai-strategy
https://www.hiso.or.th/hiso/picture/reportHealth/ThaiHealth2017/eng2017_16.pdf
http://nscr.nesdb.go.th/wp-content/uploads/2019/10/National-Strategy-Eng-Final-25-OCT-2019.pdf.
https://www.oneplanetnetwork.org/sites/default/files/thailand_national_economic_and_social_development_plan_nesdp.pdf
https://www.oneplanetnetwork.org/sites/default/files/thailand_national_economic_and_social_development_plan_nesdp.pdf
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Although Thailand had an early head start with its AI research and development, discus-
sions on AI ethics are only a recent phenomenon. In 2019, the country’s AI ethics guide-
lines were drafted through a joint effort by the government, academia, and the private 
sector. Thailand’s National Digital Economy and Society (DES) Committee led the draft-
ing of the first AI ethics guidelines in partnership with Mahidol University and Microsoft 
Thailand.409 The AI ethics draft emphasizes sustainable development, equality, and fair-
ness in conjunction with national laws and international standards.410 The guidelines will 
serve researchers, developers, and service providers engaging in tech development in 
Thailand.411 Like NAIS, the AI ethics is also awaiting approval from Cabinet.412

2. USAGE AND IMPACT

Under the 20-year plan of Thailand 4.0, AI is expected to help the country leap ahead 
in key strategic sectors, particularly industry, service, and agriculture.413 With Thailand’s 
increasing adoption of 5G and IoT devices, a large segment of the business sector has 
begun to engage customers via online platforms, while the growing availability of 
off-the-shelf AI technologies makes a strong case for automation.414

To meet the demands of the global supply chain, Thailand’s manufacturing industry 
started early on digitalization. In the last two decades, there has been a high integration 
of advanced ICT capabilities such as IoT, machinery, and electronics. These advantages 
have put Thailand ahead of its ASEAN peers in AI and its related application, robotics. 
According to the International Federation of Robotics in 2019, Thailand had the highest 
number of industrial robots in ASEAN, totaling 3,000 units. Globally, Thailand accounts 
for almost one percent of the total 373,000 industrial robots in operation.415

As the manufacturing sector increasingly embraces digital transformation, it is projected 
that AI-infused technologies and robotics in industrial automation will help streamline 
supply chains across Thailand’s key industries, like automotives, food and food process-
ing, and electronics.416 The International Federation of Robotics expects that Thailand 
will soon adopt self-driving vehicles to ease the movement of goods from ports to fac-
tories and warehouses and vice versa. This will raise the adoption of automated guide 
vehicles up to 60 percent per year to over 700,000 units by 2022.417

Digital transformation backed by AI technologies is also in full swing in Thailand’s com-
mercial sector. Since 2018, Thailand’s banking, telecom, and retail conglomerates have 
been leveraging AI not only to optimize operations, sales, and marketing, but also to 
offer a new value proposition of convenience and efficiency to customers.418 In  the 
banking sector, facial recognition is employed for electronic know-your-customer regu-
lations, while machine learning and blockchain are useful for fraud detections. AI tech-
nologies help the oil and gas industry ensure road safety through detection of driver’s 
dangerous, while retail enterprises employ advanced AI algorithms for loyalty programs 
and e-commerce.

https://opengovasia.com/thailand-drafts-ethics-guidelines-for-ai/
https://www.bangkokpost.com/tech/2020635/national-ai-ethics-going-to-cabinet
https://thaiembdc.org/agenda-2-development-of-technology-cluster-and-future-industries/
https://www.bangkokpost.com/tech/1614790/powering-up-on-ai
https://thaiembdc.org/2021/04/28/ai-and-robotics-growing-rapidly-in-thailand/
https://thaiembdc.org/2021/04/28/ai-and-robotics-growing-rapidly-in-thailand/
https://opengovasia.com/the-future-and-adoption-strategies-of-ai-in-thailand/
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With growing enthusiasm about the integration of smart technologies and data ana-
lytics, a Bangkok Smart City plan is also underway to achieve more sustainable urban 
planning and development.419 Under Thailand 4.0, six more cities have committed to 
smart city development, namely Phuket, Chiang Mai, Khon Kaen, Chonburi, Rayong, and 
Chachoengsao, which all will be included in ASEAN’s Smart Cities Network.420

Given growing AI adoption, large companies are either building internal AI teams 
or contracting third party AI providers. Others, like Bangkok Bank, are tapping new 
modes of partnerships with fintech startups, launching an accelerator program called 
“InnoHub” to explore technology-driven solutions in wealth management.421 To encour-
age wide participation across business sectors in Thailand, especially among SMEs, the 
Digital Economy Promotion Agency (DEPA) signed a partnership with VISAI to establish 
the Thailand AI Research Institute.422 

Under the concept of “AI for Everyone,” the institute seeks to make AI-enabled solu-
tions available for SMEs by lessening dependency on advanced AI experts and providing 
off-the-shelf AI models which can be easily integrated into their business models and 
operations.423 Some ICT companies like IBM Thailand have also extended their mul-
ti-cloud services and AI software to support new avenues for customer engagement, 
product development, and automation of tasks.424

At present, Thailand is witnessing a mixture of public and private sector efforts, involv-
ing major companies like Microsoft and IBM, to mainstream AI adoption and the for-
mulation of AI ethical standards. Prior to the entry of such multinational firms, the 
government in tandem with key universities and research centers were the main driving 
forces of AI development in the country. The outcomes of such collaboration formed the 
bedrock of Thailand’s early successes in producing AI applications to deliver public goods 
and serve as a springboard for its domestic AI industry.

During the early 1990s, initial attempts at AI development focused on Thai national lan-
guage processing. These efforts led to Thailand’s first book on natural language process-
ing as well as the first national-level research project focused on machine translation. 
425 In the early 2000s the direct involvement of the National Electronics and Computer 
Technology Center (NECTEC) served as an impetus to finally produce research develop-
ment plans. Acting as roadmaps, the development plans activated increased participa-
tion among Thai universities, which led to more in-depth AI research.426

By 2010, AI development had expanded to include intelligence image processing, speech 
processing, machine learning, robotics, intelligence computer-aided instruction, and 
forecasting systems.427 With such advancements in AI’s applied research, Thailand’s AI 
industry finally took off particularly in health care and agricultural technologies.

https://www.forbes.com/custom/2018/10/30/thailand-a-vision-for-the-future/
https://theaseanpost.com/article/developing-thailands-smart-cities#:~:text=Several%2520cities%2520in%2520seven%2520provinces,Rayong%252C%2520Bangkok%252C%2520and%2520Chachoengsao
https://www.forbes.com/custom/2018/10/30/thailand-a-vision-for-the-future/
https://www.nationthailand.com/pr-news/business/40014357
https://techwireasia.com/2020/07/how-ibm-is-boosting-ai-automation-for-smes-across-thailand/
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
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Two pioneering AI applications were Vaja and CyberBrain. Vaja, a bilingual Thai/English 
text-to-speech application, has been used in more than 70 state hospitals for patient reg-
istration, information, and consultation services. Persons with visual disabilities use its 
interface to access information in online newspapers. Moreover, Vaja’s multilingual 
speech translation opened doors for local Thais to engage with international audienc-
es.428 Given the uniqueness of the Thai language, Vaja’s breakthrough marked the growing 
maturity of Thailand’s homegrown AI technologies.

Even with its recent technological leaps, agriculture remains a central pillar of Thailand’s 
economy. CyberBrain, an AI-powered platform, is a pioneering agri-tech initiative in 
Thailand. The platform facilitates community knowledge sharing and delivery of services 
through IT infrastructure consolidation, information sharing, and collaboration across 
government agencies and its partners. Through CyberBrain, federal, state, and local gov-
ernments avoid duplication and achieve proper integration of IT resources.429 For agri-
cultural cooperatives, CyberBrain provides the organizing framework for best practices 
to conduct rice diagnosis and treatment services, 
customized fertilizing services, and soil  analy-
sis.430 

Throughout AI development in Thailand over the 
last three decades, government policies and frame-
works have played an important role in driving 
the country’s AI ecosystem forward. In the early 
2000s, Thailand’s SchoolNet Initiative fast-tracked 
internet connection in schools throughout the country.431 In that same year, the govern-
ment also launched the National ICT Master Plan, a roadmap that laid the foundation for 
the Village Broadband Internet initiative.432 Under Thailand 4.0, the highly anticipated 
roll-out of the 5G roadmap will further accelerate innovative solutions across the country.

Building on these accomplishments in ICT research and development over the past 
25  years, the Ministry of Information and Communication Technology (MICT) which 
later on became MDES has been leading efforts to help the country to transition towards 
integrated service innovation to achieve a Smart Thailand driven by various Smart appli-
cations from health, education, and energy, to tourism and agriculture.433

In 2020, the Bangkok-based Bank for Agriculture and Agricultural Cooperatives intro-
duced plans to implement smart farming to 4,500 Thai communities. AI and ML-infused 
sensors provide insights from data collected to identify anomalies or deficiencies and 
devise interventions to improve crop yields with respect to soil, temperature, rainfall, 
and humidity.434

Throughout AI development 
in Thailand over the last three 
decades, government policies 
and frameworks have played 
an important role in driving the 
country’s AI ecosystem forward

https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://blog.rebellionresearch.com/blog/thailand-embraces-artificial-intelligence
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://techwireasia.com/2019/11/why-thailand-is-investing-in-smart-farming-in-2020/
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CASE STUDY
USE OF AI IN AGRICULTURE

Agriculture plays a crucial role in Thailand’s economy. Thailand’s 20-year 
national strategy for agriculture, known as the Agriculture and Cooperative 
Strategy (2017 to 2036) by the Ministry of Agriculture and Cooperatives, aims to 
transform Thailand’s agriculture sector by incorporating technology and focusing 
on smart agriculture. Some areas in which AI and technology can be harnessed 
include weather forecasting, pest monitoring, and the analysis of plant growth. 
In 2019, the National Science and Technology Development Agency (NSTDA), 
a government research agency, developed a smart agricultural system for 
greenhouses that was capable of monitoring key environmental variables and 
controlling irrigation accordingly. This increased the efficiency of farmers and 
allowed for labor and other resources to be more efficiently deployed.

In the private sector, companies have also created technological solutions that 
have facilitated smart farming. Ricult, a Thai start-up, utilizes AI and ML to 
analyze weather patterns and advise farmers on how to increase crop yield.435 As 
of 2021, there were more than 400,000 farmers on the application. The company 
is also careful about protecting the personal data of farmers, and has sought the 
consent of farmers before allowing such information to be released to banks, 
insurance companies, and crop buyers. ListenField is another similar agritech 
start-up which uses AI and ML to provide precision farming solutions to Thai 
farmers that allow them to cut operational costs and predict crop yield.436

Neural networks, an advanced type of ML algorithm, were also deployed to classify sat-
ellite images to improve Thailand’s statistical information to map poverty. The use of 
neural networks improved the granularity of government-published poverty statistics, 
which traditional data sourcing techniques like survey responses cannot fully capture.437 
The availability of granular data helped inform more localized policies and strategies to 
improve poverty alleviation programs.438

As part of Khon Kaen’s Smart City agenda, smart devices are used to expedite the dis-
patch of ambulances, diagnose patients before they arrive at the hospital, and even 
monitor patients in intensive-care units.439 On preventive health, the city administration 
also plans to distribute smart wristbands to monitor and collect health data from citizens 
and to provide medical options or advice.

At the height of the COVID-19 pandemic, the Thai government relied on AI-backed 
technologies provided by Thai mobile operators Advanced Info Service and True 

https://www.adb.org/sites/default/files/publication/630406/mapping-poverty-ki2020-supplement.pdf
https://healthcareweekly.com/khon-kaen-launches-innovative-smart-health-solutions/
https://techwireasia.com/2020/06/thailand-soars-ahead-with-5g-rollout-in-southeast-asia/
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Corp.440 Thailand’s two large telcos installed 5G networks in over 158 hospitals based all 
over Thailand, providing critical support for medical personnel. The 5G coverage allowed 
medical facilities to conduct telemedicine, while the use of 5G-powered robots meant 
doctors and patients did not have to come into direct contact.441

As in Malaysia and Singapore, AI is also helping Thailand’s courts go digital. During the 
pandemic, the increase of remote court hearings for civil and criminal cases prompted 
the judiciary to explore the use of AI to support in-court or out-of-court settlements.442 
Supreme Court President Slaikate Wattanapan is considering the use of ML algorithms 
to perform probabilistic analysis, based on hundreds of laws and previous court cases, in 
order to hand down court rulings.443

AI is also expected to aid the work of judges, providing administrative support, col-
lecting statistics, and monitoring the progress of cases due to possible backlogs.444 
However, the integration of AI software as part of a growing wave of predictive justice 
in Southeast Asia is problematic, given existing concerns over its ability to fairly and 
transparently adjudicate.

3. CHALLENGES AND PROSPECTS

With its Smart Thailand vision, the country’s dependence on AI technologies will only 
continue to accelerate. But as AI gains more traction, its disruptive effects will inevita-
bly become more visible. Key challenges relating to job displacement and digital capacity 
already are on the horizon, but equally concerning are the governance issues that have 
long-term and systemic implications for justice, equity, and surveillance. These dis-
ruptions will challenge the Thai government to ensure the realization of its promises of 
inclusion, equality, and sustainability in its economic agenda.445

Job disruption

The Thailand Development Research Institute (TDRI) estimates that 8.3 million Thais 
or approximately 70 percent in high-risk occupations will be replaced by AI. Thailand’s 
unskilled workers will be the first casualties of widespread automation and adoption of 
robotics. The National Labor Development Advisory Council estimates that 16.9 million 
unskilled workers or 45 percent of the total workforce could lose their jobs to digital-
ized machines.446

Although a study from the International Labor Organization (ILO) predicts that the 
probability of automation is still lowest in Thailand (44 percent) compared to its ASEAN 
neighbors, the gradual adoption of AI-powered robots and automation is in fact likely 
to skyrocket in the next five to 10 years.447 Early signs of digitalization in Thailand have 
already begun, including the use of robotic process automation or bot software to auto-

https://govinsider.asia/intelligence/tech-on-trial-digital-tools-in-thailands-courts-office-of-the-judiciary-thailand/
https://www.bangkokpost.com/thailand/general/1801274/let-humans-judge-not-ai
https://theaseanpost.com/article/disruptive-technology-could-cost-thai-jobs
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579554.pdf
https://www.bangkokpost.com/tech/1367471/labour-risks-going-under-amid-ai-wave
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mate simpler routine tasks in human resources and accounting, as well as intelligent 
process automation that assists humans in performing repetitive and manual tasks.448 
With the increasing availability of off-the-shelf AI technologies, combined with the rapid 
integration of robots and automation, the transformation of the country’s major indus-
trial assembly-line is almost certain looking ahead into the next decade.449

More positively, AI disruption in Thailand could lead to the creation of new jobs fit for the 
digital era. In a study commissioned by Microsoft-IDC, it was found that 30 percent of 
jobs will be outsourced, automated, or made obsolete, but an equal number of new roles 
in the workforce will also be created.450 If upskilling or reskilling programs are properly 
implemented under job transformation programs, an additional 35 percent of new jobs 
will also be retained.451 But whether AI adoption in Thailand will result in job turbulence 
or job transformation will depend on the overall readiness and AI-preparedness of both 
its younger and older population.452 Findings suggest that the younger segment of the 
population is more open to accepting automation, while the older generation is less 
inclined to embrace technological change.453 Reconciling such differences will be critical 
given Thailand’s ageing demographic.

More alarming in the job displacement trend is the insecurity of women involved in 
low-skilled jobs. The ILO asserts that women will feel the pinch more compared to their 
male counterparts.454 The current lack of women’s access to STEM education and training 
opportunities already puts them at a disadvantage when it comes to higher-skilled posi-
tions. With the dawn of automation, employment prospects for women in new growth 
areas will only continue to deteriorate if not addressed urgently.455

Inclusion and inequity

The disruptive effects of AI have also raised a wide range of ethical and governance con-
siderations, especially with the risks of surveillance and discrimination. The propensity 
to embed smart technologies in the mundane routines of the Thai population has been 
viewed with skepticism because of the intense digital scrutiny of Malay-Muslim minor-
ities located in Pattani, Yala, Narathiwat provinces, and the four districts of Songkhla 
province in southern Thailand.456

Human rights activists and academics argue that advanced technologies like AI are 
expected to aid the government in amplifying its counter-insurgency strategies.457 It was 
reported that 8,200 AI-powered surveillance cameras were installed to help authorities 
monitor risk and safety in southern Thailand. This follows the government’s many doc-
umented initiatives of state surveillance. For instance, facial recognition systems were 
used in the mandatory SIM card registration of Malay-Muslim communities in Pattani.458 
In the aftermath of the insurgency in 2012, Thai security forces also established a DNA 
databank collecting DNA samples of suspects, a practice tantamount to ethnic profiling, 

https://so01.tci-thaijo.org/index.php/hbds/article/download/230753/164140/
https://news.microsoft.com/th-th/2018/11/28/futurenow_ai_en/
https://so01.tci-thaijo.org/index.php/hbds/article/download/230753/164140/
https://so01.tci-thaijo.org/index.php/hbds/article/download/230753/164140/
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579554.pdf
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579554.pdf
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579675.pdf
https://www.aseantoday.com/2020/12/understanding-the-thai-militarys-use-of-ai-for-surveillance-against-malay-muslims/
https://thediplomat.com/2021/02/thailands-creeping-digital-authoritarianism/
https://www.newmandala.org/the-patani-panopticon-biometrics-in-thailands-deep-south/
https://voicefromthais.files.wordpress.com/2020/01/fact-sheet_forced-dna-collection-in-the-southern-border-provinces-of-thailand-edited.pdf
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exacerbating alienation and complicating efforts at consolidating national unity for the 
long term.459 

The effects of surveillance could, in turn, lead to the fragmentation of the social con-
tract and weaken trust between the state and its public.460 Critics warn of a new “digital 
panopticon” in Thailand characterized by a “geography of fear based on systemic inclu-
sion and exclusion of particular groups of population.”461 

Additionally, as Thailand continues on a trajectory of increasing adoption of smart appli-
cations — from wearable health wristbands to smart censors — there is also the risk that 
the government could extend its surveillance reach to protesters in other parts of the 
country, if ongoing political trends persist.462

Gaps in the AI ethical guidelines

On the surface, Thailand’s AI ethical guidelines manage to address looming govern-
ance issues relating to surveillance, monitoring, inclusivity, fairness, transparency, and 
accountability. But upon closer examination, the guidelines reveal a subordination of 
ethics to improving the country’s economic competitiveness. Soraj Hongladarom’s crit-
ical assessment of the AI ethical guidelines uncovers a glaring bias towards the private 
sector. This means that the top priority of the guidelines is to ensure industry’s compli-
ance to international standards at the expense of public safety and protection.463 

Hongladarom argues that the formulation of the national ethical guidelines is deeply 
rooted in policymakers attempting to project an image of Thailand being in lockstep with 
the international community, given recent releases of AI ethical guidelines across the 
globe. Such a move favors industrialization, premised upon the “import of technological 
innovation” through “less-skilled local manpower resources,” over protecting against the 
long-term risks of AI to the public. Even more worrying, according to Hongladarom, is 
that not only do the guidelines fail to clarify how the government can provide concrete 
support to Thais in understanding the risks associated with AI, but it also even puts the 
onus on the populace to find out the full ramifications of AI adoption.464

The lack of genuine public involvement in drafting the guidelines should not come 
as a surprise, as consultation sessions and hearings only involved selected representa-
tives from academia, government officials, and the private sector. As a result, much of 
the document sought to benefit developers and manufacturers, which consequently side-
lined critical discussions on privacy. For instance, although Principle Four in the guide-
lines states that “AI systems should be designed with the principle that seeks to protect 
personal data in mind,” Hongladarom contends that the emphasis in the clause is 
directed towards developers rather than the public, whose privacy is a guaranteed right 
under Thailand’s constitution. In prioritizing industry and not the public interest, the 

https://www.harvardmagazine.com/2017/01/the-watchers
https://aseas.univie.ac.at/index.php/aseas/article/view/2648
https://aseas.univie.ac.at/index.php/aseas/article/view/2648
https://thediplomat.com/2021/02/thailands-creeping-digital-authoritarianism/
https://www.emerald.com/insight/content/doi/10.1108/JICES-01-2021-0005/full/html
https://www.emerald.com/insight/content/doi/10.1108/JICES-01-2021-0005/full/html
https://www.emerald.com/insight/content/doi/10.1108/JICES-01-2021-0005/full/html
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guidelines only act as a façade rather than a strong foundation for Thailand’s homegrown 
technological capabilities and the protection of the public interest.465

A silver lining to these caveats about Thailand’s AI ethical guidelines is that it is consid-
ered a living document, subject to further revision. There is still an opportunity to check 
the influence of the private sector, mostly comprising established large ICT companies, 

over the framework. Reviewing the ethical guide-
lines may help course correct Bangkok’s current 
direction to become more inclusive and respon-
sive to public concerns about privacy and security. 
A critical starting point would be raising awareness 
and literacy and building trust among Thais.

During stakeholder consultations, an inform-
ant suggested that many local start-ups still lack 
awareness of how to implement the ethical guide-
lines. Despite the early successes of the Thai AI eco-
system, the notion of incorporating ethics is only 
a recent phenomenon. The local start-up commu-

nity needs more persuasion to consider ethics as fundamental to the very onset of the AI 
development cycle, rather than an element to be tacked on later. Established tech com-
panies could be potential sources of guidance on ethical frameworks, but the tools they 
provide may require modifications to suit Thailand’s unique context.466

Erosion of public trust

Informants also cautioned about limited public understanding of AI bias.467 Deep dis-
trust among the public toward law enforcement and government officials borne of per-
ceptions of corruption has led to a ready embrace of technology as a solution to arbitrary 
decision-making.468 One informant shared that the majority of the Thai population sup-
ports the idea of using AI applications in their judicial system because of an existing 
distrust of judges. As a result, there is a misconception among Thais that AI-based judi-
cial decisions are more predictable and consistent compared to those of actual human 
judges, without fully recognizing that AI can potentially perpetuate the same biases in 
existing datasets.469 

Migrating to AI platforms will not allay the public’s distrust if the data to be fed to AI/ML 
models are still far from complete or impartial.470 As pointed out in the data governance 
chapter on Thailand, the digitization of documents in local and state government agen-
cies remains a challenge because of complications with machine readability and docu-
mentation formatting. These technical hurdles end up affecting the quality of data relied 
on to develop AI/ML models and software applications, whether to adjudicate court cases 
or contribute to data analytics that will drive public policies.

Reviewing the ethical guidelines 
may help course correct 

Bangkok’s current direction 
to become more inclusive and 
responsive to public concerns 

about privacy and security. 
A critical starting point would be 

raising awareness and literacy 
and building trust among Thais
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Fundamentally, there is a growing dissonance between the public’s expectations sur-
rounding AI and its limitations. This, in part, can be attributed to the siloed and techno-
cratic approach taken by the government and the private sector. Additionally, rising state 
surveillance could impinge upon privacy concerns as well as the public’s (mis)perception 
of the possibilities and constraints of AI tools.

Restoring trust between the government, private sector, and the public will be critical for 
Thailand’s smooth voyage in the AI sphere. To do so, it could draw lessons from the early 
years of its AI development when the country championed deep collaboration between the 
government and universities, as well as community-driven initiatives like CyberBrain.

These bottom-up initiatives should be complementary to the existing high-level, gov-
ernment-led projects under Thailand 4.0. Digital literacy and job reskilling are being 
addressed through various public-private partnerships.471 But beyond just discovering 
the next unicorn or raising capital, programs that promote AI ethics during the incuba-
tion process of establishing start-ups should be encouraged, especially among younger 
tech founders and enthusiasts.472

Bangkok remains an attractive venue to host multistakeholder and multilateral engage-
ments on the ethical, legal, and social implications of emerging technologies like AI, big 
data, and robotics. In 2019, Thailand hosted the Conference on the Ethics of Science and 
Technology and Sustainable Development, which included several UNESCO-led events 
such as the public meetings of the International Bioethics Committee and the World 
Commission on the Ethics of Science Knowledge and Technology.473 

Supported by academia and the private sector, these international events could serve as 
a conduit for the government and civil society to re-engage and to discuss sensitive issues 
on surveillance, privacy, and security. As much as possible, the general outcomes of these 
discussions should be made public to cultivate an atmosphere of trust and transparency. 
If executed properly, this could pave the way for more productive dialogue between the 
government and civil society.

4. CONCLUSION

Thailand’s AI narrative can no longer just rely on its digital economic success. The focus 
on AI’s transformative power is shifting to its real-world causes and effects as well as 
how those will, in turn, impact the social fabric of Thailand’s emerging digital society. 
With increasing awareness among Thais about their digital rights, plus growing concerns 
about state surveillance and discrimination, a trust deficit is looming over the govern-
ment’s plans for a Smart Thailand. Mustering public support will be crucial to the contin-
uing viability of Thailand 4.0.

https://news.microsoft.com/th-th/2018/11/28/futurenow_ai_en/
https://bangkok.unesco.org/content/invitation-apply-funding-youth-led-projects-ai-ethics
https://bangkok.unesco.org/content/invitation-apply-funding-youth-led-projects-ai-ethics
https://www.nxpo.or.th/th/en/ethics-of-st/
https://www.nxpo.or.th/th/en/ethics-of-st/
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Although imperfect, the anticipated enforcement of the PDPA is a significant step toward 
safeguarding the protection of personal data. With AI’s rising prevalence in citizens’ 
day-to-day activities, full enforcement of the PDPA could mitigate anxieties about the 
collection of DNA samples or biometric data under broad and often vague justifications 
of national security. It could also preserve user trust when transacting online or using 
e-government platforms. However, it remains to be seen whether the implementation of 
the PDPA in June 2022 will narrow this widening trust deficit.

As digital economies become highly interconnected, Thailand’s promulgation of the 
PDPA and AI ethical guidelines signals its interest and willingness to join the ranks of 
highly advanced countries aiming to become fair and equitable data-driven econo-
mies. Yet details on the ground appear to undermine or contradict Bangkok’s ambition. 
Without the political will to implement robust governance frameworks, Thailand 4.0 
will remain an aspiration that benefits only a few while marginalizing others. Thailand 
should find a viable middle path of adhering to international standards while embracing 
a fit-for-purpose AI ethical standards and data protection regime that will best serve its 
local context.
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VIET NAM

1. BACKGROUND

Consultations with experts and other studies indicate that AI adoption in Viet Nam is 
still nascent. In 2021, a Southeast Asia-focused report on AI found about 49 percent of 
respondents in Viet Nam were still piloting AI initiatives rather than scaling or having 
achieved full-scale end-to-end implementation in different activities across sectors.474

In January 2021, Viet Nam’s National Strategy for Artificial Intelligence Research, 
Development and Application through 2030 was issued to realize specific, measurable, 
and incremental targets by 2025 and 2030.475 

The country foresees a holistic application of AI, from “building a creative society” and 
facilitating effective governance, to protecting national security, maintaining social 
order, and advancing sustainable economic development. The language of the Strategy 
is one of growth and efficiency, with “a system of legal documents and legal corridors 
related to AI” supplemented by “complete policies and laws.” While the 14-page document 
does not make any explicit mention of ethics, there are nonetheless references to “avoid-
ing technology abuse and infringing upon legitimate rights and interests of organiza-
tions and individuals.” 

NATIONAL STRATEGY ON RESEARCH, DEVELOPMENT, AND APPLICATION OF AI THROUGH 2030

Target areas 2025 2025

R&D and training  � Top five in ASEAN region  � Top four in ASEAN with 10 prestigious  
AI brands in the region

 � Top 60 in the world

 � At least one representative in one of  
ASEAN region’s top 20 AI research and  
training institutions

 � 50 sets of open, linked data in various  
socio-economic sectors

Institutions and personnel  � Two national 
innovation centers

 � Three national innovation centers +  
“contingent of high-quality human resources”

Application/deployment  � Widespread application 
in public administration, 
social services, and 
urban management

 � Universalization of basic AI skills among 
greater public

 � Application in defense, security, as well as 
humanitarian assistance and disaster response

https://www.kearney.com/digital/article/-/insights/racing-toward-the-future-artificial-intelligence-in-southeast-asia
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on-the-promulgation-of-the-national-strategy-on-research-development-and-applica-197755-Doc1.html
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on-the-promulgation-of-the-national-strategy-on-research-development-and-applica-197755-Doc1.html
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In recognizing the value of data as foundational to the efficacy of AI, the Strategy outlines 
a balance to be struck between two seemingly contradictory imperatives: shared, open, 
even decentralized databases for the research and development of AI applications, on 
the one hand, and maintaining the data privacy of individuals and organizations, on the 
other. The latter aligns with Viet Nam’s constitutionally guaranteed right to privacy and 
(at the time of writing) ongoing efforts to draft a comprehensive data protection regime.

2. USAGE AND IMPACT

There is in Viet Nam an acute cognizance of a gap in the market for locally- or even 
regionally-tailored solutions and that innovation must be contextualized and applied for 
domestic use, in the first instance. In 2019, the Ministry of Information and Commu-
nications (MIC) launched “Make in Viet Nam,” an initiative to spur the development of 
the domestic ICT industry for local solutions which would ultimately boost the country’s 
global presence. The slogan’s active tense — “make” rather than “made” — was a deliberate 
choice to promote the spirit of “Vietnamese people proactively, creatively designing, and 
producing products that contribute to the technology community.”476 Tellingly, the min-
ister, Nguyễn Mạnh Hùng, explained: “We heard and told far more about international 
stories to Vietnamese people. It is time to tell Vietnamese stories. Every Vietnamese 
person and each Vietnamese business should join the Make in Vietnam program and tell 
their own stories to encourage others to do so.”477

CASE STUDY
USE OF AI IN BIOMEDICAL RESEARCH

The 1000 Vietnamese Genome Project (1KVG), which began in 2018, 
is Viet Nam’s first large-scale human genome project by Vingroup Bigdata 
Institute (VinBigData). Over the past three years, the research team has 
analyzed the genomes of over 1,000 healthy, biologically unrelated individuals 
between 35 and 55 years of age, with sufficient phenotypic and demographic 
information. The individual data was processed through Google, Illumina, 
and NVIDIA. The genomes of more than 4,000 individuals were also analyzed 
in relation to common diseases and drug reactions. As a result, “more than 
40 million genetic variants, including nearly 2 million common and unique 
genetic variants of the Vietnamese population were detected.” The project is 
invaluable for biomedical and genomic research in Viet Nam as it is the first 
and only dataset characterizing genetic variation for the Vietnamese population. 
It would also promote medical advancements in precision medicine in Viet Nam.

https://e.vnexpress.net/news/business/industries/make-in-vietnam-campaign-targets-top-30-it-status-3920371.html
https://e.vnexpress.net/news/business/industries/make-in-vietnam-campaign-targets-top-30-it-status-3920371.html
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh-digital-orientation-81780.html#:~:text=%25E2%2580%259CMake%2520in%2520Vietnam%25E2%2580%259D%2520is%2520a,export%2520to%2520other%2520international%2520markets.
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There exists substantive literature on the ethical considerations that should be 
considered when conducting whole-genome research. These include the return 
of research results to participants and their relatives, as well as the maintenance 
of anonymity throughout the testing and analyzing process. Biomedical research 
marks a significant step towards AI implementation for public health advances 
at the national level.

A year earlier, the “Digital Knowledge System of Viet Nam” project was launched on 
January 1 with a website (https://itrithuc.vn) serving as an open database for all, espe-
cially Vietnamese youth, to contribute to. In addition to government agencies provid-
ing information, the site is also meant to archive Vietnamese translations of knowledge 
resources from around the world to feed into a repository of Big Data that can then facil-
itate AI technologies and IoT platforms.

Domestic conglomerates such as Viettel and VinGroup have begun to forge ahead in 
the spirit of “Make in Viet Nam,” spinning off AI research-based institutes and working 
on machine learning, computer vision, and natural language processing for local use. 
Viettel’s AI open platform features speech synthesis applications that take into account 
the regional variances in spoken Vietnamese — northern, central, and southern — for use 
in announcements, customer service systems, and e-readers for the visually impaired or 
people on the go. Similarly, its voice-to-note product is supposed to be able to recognize 
these different regional dialects and convert speech to Vietnamese text directly.478

VNG Corporation’s Zalo Group, Viet Nam’s first technology unicorn, introduced “Kiki” in 
2021. Kiki is a Vietnamese virtual personal assistant built in the image of Amazon’s Alexa, 
Apple’s Siri, Microsoft’s Cortana, or Google Assistant, but specifically adapted to local 
needs and customs. It is trained to recognize the three Vietnamese regional dialects, and 
can check the lunar calendar and announce winning lottery numbers.479 Zalo Group’s 
president, Vương Quang Khải, noted that with Kiki Vietnamese people would no longer 
be left out of AI’s benefits; an apt reflection of the frustration any non-native English 
speaker has had to contend with when relying on voice assistants designed and devel-
oped by U.S. technology companies. Interestingly, although Google Assistant launched 
Vietnamese language support in May 2019 for the domestic market, the service appears 
to have been suspended across its Google Home and Google Nest products after strug-
gling to perform reliably in the country.480

The pandemic was an impetus for local, more effective, and cost-efficient AI-based solu-
tions for many businesses hit hard by the global economic disruption.481 G-Group, the 
parent company of Gapo, a local social network with about six million users, initially 
adopted Meta’s online collaboration software, Workplace, to consolidate and streamline 

https://itrithuc.vn/
https://saigoneer.com/saigon-technology/19872-zalo-debuts-first-vietnamese-ai-assistant-named-kiki
https://disruptive.asia/kiki-first-vietnamese-voice-controlled-virtual-assistant/
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform=Android#zippy=%252Cgoogle-home%252Cgoogle-nest-mini-nd-gen%252Cgoogle-home-mini-st-gen%252Cgoogle-home-max%252Cgoogle-nest-audio%252Cgoogle-nest-hub%252Cgoogle-nest-hub-nd-gen%252Cgoogle-nest-hub-max
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G-Group’s internal communication platforms. However, at USD8 per person per month, 
the cost of using Workplace became too expensive, prompting G-Group to develop 
GapoWork. Hà Trung Kiên, chief executive officer of Gapo, attributed the advantages of 
home-grown platforms to a deeper understanding of Vietnamese culture and business 
needs as well as lower costs.482

As Viet Nam’s domestic champions work toward fulfilling local needs, they may eventually 
scale up to meet underserved regional demands. VinGroup’s VinAI, which already claims 
to rank among the world’s top 25 AI research companies, alludes to this in describing its 
work: “Due to our unique location we are also naturally drawn toward problems for devel-
oping countries, which might otherwise be overlooked in the research community.”483

3. CHALLENGES AND PROSPECTS 

Viet Nam’s deployment of AI technologies across public administration, the economy, 
and daily social life is not without its challenges. As in other countries, these include 
competition for funding and skilled personnel — issues that are discussed in great detail 
elsewhere, and are beyond the focus on ethics in this report.484 

Level of awareness

If the state of AI adoption in Viet Nam is still only in its early stages, the topic of ethics 
in relation to AI has barely begun to percolate in the country, despite the fervor sur-
rounding its digitalization drive. As outlined above, there is some recognition in the 

National Strategy that there should be ethical or 
legal parameters to its execution. The Ministry of 
Public Security, for example, has been tasked to 
“develop and complete additional legal documents 
on privacy protection and human rights, on secu-
rity and social order issues related to AI develop-
ment and application activities.”

Otherwise, there appears to be little emphasis 
on delving deeper into the concept, let alone the 
practical application, of AI ethics in the national 

context. In mandating the Ministry of Defense to develop and deploy AI applications as 
part of its military modernization and combat plans, the National Strategy makes no 
related mention of ethics or international law. However, one informant offered that there 
is, in fact, awareness in Viet Nam about the risks of lethal autonomous weapons that are 
currently being debated in the UN and around the world.485 

If the state of AI adoption in 
Viet Nam is still only in its early 

stages, the topic of ethics in 
relation to AI has barely begun to 
percolate in the country, despite 

the fervor surrounding its 
digitalization drive

https://vietnamnet.vn/en/make-in-vietnam-key-to-making-vn-a-digital-powerhouse-810060.html
https://www.vinai.io/publications/
https://www.vinai.io/publications/
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT_VietnamsFutureDigitalEconomy2040_ENGLISH_WEB_190528.pdf
https://montrealethics.ai/challenges-of-ai-development-in-vietnam-funding-talent-and-ethics/
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Likewise, the Ministry of Public Security’s charge to use AI applications in policing and 
immigration “to proactively prevent crimes” begs further discussion about the implica-
tions of surveillance technologies, algorithmic processing, and quality of datasets for pre-
dictive policing purposes. Their potential for efficiency notwithstanding, reports about 
bias and discrimination resulting in miscarriages of justice in the United States and the 
United Kingdom provide cautionary lessons for Viet Nam and Southeast Asia at large.486 

Similarly, although the Ministry of Natural Resources and Environment is to promote the 
adoption of AI applications for data-gathering on land and environmental resources in 
response to pollution and climate change, the Strategy is silent on the principles or regu-
latory oversight needed to ensure that these AI-based technologies support, rather than 
obstruct, Viet Nam’s SDG commitments.

AI, therefore, is seen by the Vietnamese government and public as a generally positive 
and catalytic force for practicality, convenience, and development. The impact and trade-
offs of AI algorithms, however, do not yet appear to be widely considered. For example, 
AI-powered “rice ATMs,” or automatic rice dispensing machines, provided free rice to 
those in need during the pandemic-induced citywide lockdowns.487 These rice ATMs 
appeared in Ho Chi Minh City, Da Nang, and other cities as part of community efforts 
led by universities and local Red Cross societies. The Ho Chi Minh City-based inventor 
of the rice ATMs went on to replicate face mask dispensing machines a few months later 
as COVID-19 cases surged in a second wave. The machines provided each recipient with 
three face masks, which could be washed and reused at least 30 times.488

To prevent overcrowding, minimize surface contact, and verify identity, these dispensers 
relied on facial recognition technology linked to personal information, based on prior 
registration. Despite the risks to privacy, confidentiality, and other use of personal data, 
this technology did not prompt much public or government concern at all. This could be 
explained by the more pressing considerations of a public health crisis, compounded 
by food security uncertainties. With increased public awareness, there may be more 
questions posed about the longer-term implications of facial or other biometric rec-
ognition technologies, as well as the need for much more transparency, explainability, 
and accountability.

Labor displacement

Interestingly, labor displacement as a result of an increased deployment of AI was identi-
fied as an ethical concern during stakeholder consultations. Survey data from Viet Nam’s 
2019 population and housing census indicates that 80.8 percent of Vietnamese aged 
15 years and above possess no technical or professional qualifications. Only 23.1 percent of 
the labor force does.489 Studies have found that given the country’s prevailing labor struc-
ture, the impact of AI on individual workers could be challenging for a comprehensive, 

https://baodanang.vn/english/photo-news/202008/free-rice-atm-for-those-in-need-in-da-nang-amid-covid-19-crisis-3663997/
https://thesmartlocal.com/vietnam/face-mask-atm/
https://www.gso.gov.vn/en/data-and-statistics/2019/12/infographic-20-major-indicators-of-the-2019-population-and-housing-census/
https://www.sciedu.ca/journal/index.php/rwe/article/view/19836/12147
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nationwide digital transformation without accompanying initiatives to reskill, upskill, 
or build a higher-quality labor market in line with at least regional, if not interna-
tional, standards.490

There will also need to be special attention paid to the gender dimension of 
labor-displacing AI technologies. A gender-disaggregated analysis in 2021 showed that 
female workers tend to be slightly more affected than their male counterparts, in line 
with other research findings on the general impact of digital technologies on women, 
especially in developing economies.491

One informant pointed out that apart from the risks of unemployment and a conse-
quently widening inequality gap, AI-supported innovations such as self-driving cars 
could disrupt the country’s budding gig economy — characterized by short-term, flex-
ible, or freelance jobs such as ride-sharing or food delivery drivers — particularly in the 
aftermath of the COVID-19 pandemic.492 A 2021 survey of more than 60,000 workers 
in Viet Nam found that up to 53 percent of knowledge workers participated in the gig 
economy and only 40 percent of respondents wanted to return to the office.493

Inclusivity

In order for Viet Nam’s AI-driven digital transformation to be as competitive and inclu-
sive as possible, it will need to overcome language and gender barriers. The realities of an 
English-dominated global science and technology field mean that if Viet Nam’s foray into 
the Fourth Industrial Revolution is to attract greater foreign investment, promote inter-
national cooperation, and effectively project the country’s own potential onto the regional 
and world stages in line with the Strategy, the nation will have to speak the common lan-
guage of technology and business.

In 2008, the government launched Project 2020 with an approved budget of VND9.4 tril-
lion (approximately USD443 million). The project’s vision was for most Vietnamese 
school, college and university graduates to be able “to use a foreign language confi-
dently… in an integrated, multi-cultural, and multi-lingual environment, making foreign 
languages a  comparative advantage of development for Vietnamese people.” However, 
in 2016, four years shy of its target date, the Minister of Education and Training, 
Phùng Xuân Nhạ, declared the project a failure before the country’s National Assembly.

Since AI material is primarily taught in English, language-learning support will be crucial 
not only for general communication purposes but also for a more technically-focused 
immersion into AI subjects. It would also help facilitate translation or interpretation of 
English technical terms such as “algorithmic bias” into everyday Vietnamese for wide-
spread comprehension and more meaningful domestic conversations about the potential 
benefits and harms of AI.

https://www.un.org/ldc5/sites/www.un.org.ldc5/files/ldc_ai_labor_conference_paper_v1.pdf
https://tuoitrenews.vn/news/business/20211223/only-40-of-vietnamese-workers-willing-to-return-to-office-survey/64875.html
https://e.vnexpress.net/news/news/vietnam-s-costly-foreign-language-program-declared-a-failure-but-to-little-surprise-3500085.html
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Part of reducing the harms — particularly the risks of exclusion, bias, and discrimina-
tion — of AI technologies is to ensure that different segments of the country’s population 
are adequately and securely accounted for in building the datasets that train AI algo-
rithms. Although female representation in Viet Nam’s National Assembly reached 
26.7 percent in the course of its 2016–2021 term and women held 12 of 30 ministerial and 
deputy ministerial positions in 2017,494 Vietnamese women still fall short of adequate 
representation at the C-suite level in the business world. In 2020, one survey found that 
women comprised only 17 percent of board members, 12 percent of chairs, and nine 
percent of chief executive officers in all Vietnamese listed entities.495 At the university 
level, women account for only 36.5 percent of science, technology, engineering, and 
mathematics (STEM) tertiary graduates compared to 63.5 percent of men.496 The good 
news is that the margin of difference between women and men researchers currently in 
STEM is slightly lower at 44 percent compared to 56 percent.497

The gender imbalance in STEM fields and in cor-
porate boardrooms translates into the very real 
exclusion of half the country’s population, along 
with their perspectives and realities in the design 
and development of AI technologies as well as the 
decision-making processes of society ’s digital 
transformation. It also sits awkwardly with the 
fact that most of Viet Nam’s enterprise land-
scape is dominated by women-owned SMEs and 
female consumers.498

4. CONCLUSION

Rather than an afterthought, ethics should be baked into the design of AI algorithms 
and systems from the very outset. This means identifying the principles, values, and 
objectives of AI use in Viet Nam; being familiar with the terminologies of ethics in the 
global discourse; adapting that language to the domestic context, as appropriate; teach-
ing AI ethics in engineering and other related courses at universities; and incorporating 
a cross-disciplinary approach to AI technology. Indeed, the Strategy tasks the Ministry of 
Science and Technology with promoting the formation of “open professional groups for 
multi-, inter-, and trans-disciplinary use and exchange of AI data technologies.”

Additionally, the Ministry of Information and Communications will develop legal and 
policy frameworks to ease data sharing and AI testing in sandboxes. Importantly, it will 
“develop standards, technical regulations, and formats for AI technologies and products.” 
Yet, Viet Nam is currently neither a participating nor observing member of the ISO and 
IEC Joint Technical Committee on Artificial Intelligence, which has published 11  ISO 
standards and is developing 26 more in the area of AI, including in the treatment of bias 
as well as related ethical and societal concerns.

The gender imbalance in 
STEM fields and in corporate 
boardrooms translates into 
the very real exclusion of half the 
country’s population, along with 
their perspectives and realities 
in the design and development 
of AI technologies

https://www2.deloitte.com/content/dam/Deloitte/global/Documents/gx-women-in-the-boardroom-seventh-edition.pdf
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_Report&populartype=series
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-and-mathematics-asia
https://vietnamnews.vn/society/417457/vn-needs-more-women-working-in-stem-experts.html
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Rather than adopt an existing model wholesale, it appears that Viet Nam may well chart 
its own AI and ethics path to suit its local setting. Although the OECD Principles on Artifi-
cial Intelligence and accompanying recommendations were forwarded to the Vietnamese 
prime minister’s office for consideration,499 a government release in 2019 soberly noted 
that, “if Viet Nam follows the trend of AI development like developed countries with solid 
AI resources, it will be difficult for Viet Nam to keep up with them…. Therefore, Viet Nam 
must have its own direction for the AI industry.”500 

Our informants summarized it best: Viet Nam will have to take a step-by-step approach 
to integrating ethics in AI application. That process begins with an increased awareness 
of the topic and a greater exchange of perspectives domestically and regionally. The coun-
try’s ambition of being a developed economy warrants reflection on the standards already 
proposed and embraced by more technologically mature states. Nevertheless, Viet Nam 
will also study alternative models, and look to cooperate with its ASEAN neighbors to 
adapt the existing suite of AI principles for an optimal domestic and regional fit. For now, 
while there is some degree of recognition in Viet Nam of the importance of AI ethics, 
their formulation and application remains underexplored.

https://oecd.ai/en/ai-principles
https://oecd.ai/en/ai-principles
https://english.mic.gov.vn/Pages/TinTuc/139578/Selecting-appropriate-artificial-intelligence-development-strategy.html
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CONCLUSION

There is little doubt that Southeast Asia as a region,  
and the five countries that we covered in this project, 
are embracing the transformative promise of data and 
AI. Most of that anticipation is focused on the utility of 
technology to extend the trajectory of economic development 
into the digital space. This is evident in the many national 
policies and strategies of Southeast Asian countries, 
as well as in the forward-leaning masterplans and blueprints 
of the Association of Southeast Asian Nations (ASEAN)  
as a group.

It is not just governments that are excited about digitalizing the region; the upbeat sen-
timent is also shared by the private sector and the people of Southeast Asia. The technol-
ogy industry’s vote of confidence is reflected in large, long-term capital investments in 
and around the region, from submarine cables for faster data transfers, to data centers 
for even greater cloud storage capacity. Among the public, Southeast Asia’s strong 
e-commerce performance, even during the pandemic, is testament to how bullish con-
sumers are about the future of the digital economy.

This project sought to push the envelope in thinking about the data-driven environment 
in Southeast Asia. In mapping the aspirations of five regional countries, we question 
what the end goal of data-driven optimization is and what it might be instead. We urge 
a reframing of the utility of data and artificial intelligence (AI) so that there is deeper 
consideration of the values underpinning buzzwords like an “inclusive digital economy” 
or “ethical AI.” We also invite deliberation on whether there are uniquely Southeast Asian 
values and viewpoints that countries can bring to the table in international discussions 
on technological rule-setting.

A relational rather than rational approach to tech-
nology, reflected in concepts like ubuntu among 
African scholars and scientists as well as buen vivir 
in Latin America, are already beginning to make 
their mark in conversations about inclusive data 
and the ethics of AI. We encourage Southeast Asian 
stakeholders to reflect similarly on their digital 
paths ahead and to look harder beyond conven-
tional metrics of success.

We urge a reframing of the 
utility of data and artificial 
intelligence (AI) so that 
there is deeper consideration 
of the values underpinning 
buzzwords like an “inclusive 
digital economy” or “ethical AI”
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Widening the aperture to include different knowledge systems and perspectives has 
profound policy implications. At the domestic level, it can enable Southeast Asian coun-
tries to ground their digital ambitions in their own, unique contexts, correcting struc-
tural inequities for a fairer and more accountable national vision. At the ASEAN level, 
it can help align a region-wide approach toward data and AI. At the same time, it can 
afford Southeast Asian nations the opportunity to carve agency and strategic autonomy 
as major power rivalry intensifies in the technological arena. Finally, at the international 
level, it can empower a distinctly Southeast Asian voice as standards, norms, and rules 
are being developed to govern the data-driven technologies that will shape the world.
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INDONESIA

MALAYSIA

* Lacking data on intersection of ownership by gender and digital presence of MSMEs 

Total percentage Percent of GDP
Female ownership 
of MSMEs*

Representation of MSMEs in the digital landscape (2015)*

Percent of workforce

98.7%
of all firms

60%
of GDP

97%
of workforce

23.6%
or 14,869,696 
MSMEs

Micro-enterprises

7.6%
Small enterprises

30.7%
Medium enterprises

55%

51% of small 
enterprises, and 
34% of medium-sized 
enterprises. 

Total percentage Percent of GDP
Female ownership 
of MSMEs*

Representation of MSMEs in the digital landscape*

Percent of workforce

97.2%
of all firms

38.2%
of GDP

48%
of workforce

17.9%
or 135,660 
MSMEs

“Only about one in three businesses in Malaysia has implemented digital transformation strategies, while 
less than one in four businesses has a dedicated digital strategy team. Malaysia also has “fewer 
businesses with websites, and fewer secure servers than per capita income would predict” compared 
to other countries. As of 2017, only 37.8% of business establishments in Malaysia have a web presence.” 

MSME STATISTICS

Micro, Small, and Medium Enterprises (MSME) make up an overwhelming majority 
of businesses in each of the five countries studied in this report. As a result, they are 
often a key constituency of governments’ digitalization efforts. In this section, we delve 
deeper into the key facts and figures of MSMEs in Southeast Asia. 
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SINGAPORE

 THAILAND

* Lacking data on intersection of ownership by gender and digital presence of MSMEs.

** Lacking information on MSMEs specifically.

Total percentage Percent of GDP
Female ownership 
of MSMEs**

Representation of MSMEs in the digital landscape (2015)*

Percent of workforce

99%
of all firms

~50%
of GDP

72%
of workforce

27%
or 71,847 
enterprises

Micro-enterprises

38.9%
Small enterprises

58.6%
Medium enterprises

80.7%

Total percentage Percent of GDP Female ownersip of MSMEs*

Representation of MSMEs in the digital landscape (2014)*

99.53%
of all firms

Micro-enterprises

5.3%
Small enterprises

32.7%
Medium enterprises

68.2%

35.3%
of GDP

57.8%
or 1,661,291 MSMEs
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VIET NAM

* Lacking data on intersection of ownership by gender and digital presence of MSMEs.

Sources
Indonesia 
 • Female ownership of MSMEs available at: www.smefinanceforum.org/data-sites/msme-finance-gap; and www.ifc.org/wps/

wcm/connect/260f2097-e440-4599-91ec-e42d45cf3913/SME+Indonesia+Final_Eng.pdf?MOD=AJPERES&CVID=lj8qhPY.
 • Representation of MSMEs in the digital lansdscape in Table “Core indicators on ICT use in business by enterprise size class, 

annual, 2003–2016”, Indicator “Proportion of businesses with a web presence” available at: https://unctadstat.unctad.org/
wds/ReportFolders/reportFolders.aspx.

Malaysia
 • Female ownership of MSMEs available at: www.smefinanceforum.org/data-sites/msme-finance-gap.
 • Representation of MSMEs in the digital lansdscape available at: https://techwireasia.com/2021/06/smes-in-malaysia-still-

lag-in-digital-adoption-world-bank.

Singapore
 • Female ownership of MSMEs available at: www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-

Economies-Singapore-Next.pdf.
 • Representation of MSMEs in the digital lansdscape in Table “Core indicators on ICT use in business by enterprise size class, 

annual, 2003–2016”, Indicator “Proportion of businesses with a web presence” available at: https://unctadstat.unctad.org/
wds/ReportFolders/reportFolders.aspx.

Thailand
 • Female ownership of MSMEs available at: www.smefinanceforum.org/data-sites/msme-finance-gap.
 • Representation of MSMEs in the digital lansdscape in Table “Core indicators on ICT use in business by enterprise size class, 

annual, 2003–2016”, Indicator “Proportion of businesses with a web presence” available at: https://unctadstat.unctad.org/
wds/ReportFolders/reportFolders.aspx.

Viet Nam
 • Female ownership of MSMEs available at: www.smefinanceforum.org/data-sites/msme-finance-gap.
 • Representation of MSMEs in the digital lansdscape available at: https://mekongbiz.org/wp-content/uploads/2017/07/

WOB-Position-Paper_English-1.pdf; and https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-
transformation-how-can-they-cope-with-the-challenge-83754.html.

 •  ICT index and average % of internet and website adoption by enterprises in each province can be found at:  
https://m.mic.gov.vn/Pages/TinTuc/143252/Bao-cao-Vietnam-ICT-Index.html (reports are in Vietnamese, will require 
translation.) 2015 figures from the same index can be found in English at: www.tandfonline.com/doi/full/10.1080/02681102. 
2021.1935201 (table 2).

Total percentage Percent of GDP
Female ownership 
of MSMEs*

Representation of MSMEs in the digital landscape*

Percent of workforce

95%
of all firms

40%
of GDP

50%
of workforce

21%
or 95,052 
MSMEs

Micro-
enterprises

26.8%
Small
enterprises

21.4%
Medium
enterprises

19.8%
Overall

25%

Up to 96.9% of SMEs in Viet Nam think that 
digital transformation plays an important role. 

However, 57.6% of SMEs do not possess su�icient 
resources to deploy. 

https://www.smefinanceforum.org/data-sites/msme-finance-gap
https://www.ifc.org/wps/wcm/connect/260f2097-e440-4599-91ec-e42d45cf3913/SME+Indonesia+Final_Eng.pdf
https://www.ifc.org/wps/wcm/connect/260f2097-e440-4599-91ec-e42d45cf3913/SME+Indonesia+Final_Eng.pdf
https://www.smefinanceforum.org/data-sites/msme-finance-gap
https://techwireasia.com/2021/06/smes-in-malaysia-still-lag-in-digital-adoption-world-bank
https://techwireasia.com/2021/06/smes-in-malaysia-still-lag-in-digital-adoption-world-bank
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.pdf
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.pdf
https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can
https://vir.com.vn/over-575-per-cent-of-vietnamese-smes-struggle-with-digital-transformation-how-can
https://m.mic.gov.vn/Pages/TinTuc/143252/Bao-cao-Vietnam-ICT-Index.html
https://www.tandfonline.com/doi/full/10.1080/02681102.2021.1935201
https://www.tandfonline.com/doi/full/10.1080/02681102.2021.1935201
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BREAKDOWN OF STEM PROFESSIONALS BY GENDER

The presence of science, technology, engineering, and mathematics (STEM) 
professionals is critical for an economy invested in data-driven technologies like  
AI. It is also important to understand the gender breakdown of STEM professionals  
to ensure that the conceptualization, design, and deployment of those technologies 
adequately reflect the unique needs, priorities, and perspectives of both women  
and men.

FEMALE SHARE OF STEM TERTIARY GRADUATES | 2018–2020

PROPORTION OF RESEARCHERS IN STEM BY GENDER | 2015–2019

Sources
 • Female share of STEM tertiary graduates, available at: https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.

FE.SI.ZS&report_name=Gender_Indicators_Report&populartype=series.
 • Proportion of researchers in STEM by gender, available at: https://bangkok.unesco.org/content/complex-formula-girls-and-

women-science-technology-engineering-and-mathematics-asia.
 • Science, technology and innovation: Researchers by sex, per million inhabitants, per thousand labor force, per thousand total 

employment (FTE and HC), available at: data.uis.unesco.org.

Indonesia Malaysia Singapore Thailand Viet Nam

62.6% 37.4% 65.8% 34.2% 65.7% 34.3% 69.9% 30.1% 63.5% 36.5%
Female Male

Indonesia Malaysia Singapore Thailand Viet Nam

55.1% 51.4% 69.9% 51.4% 56%
Female Male

44.9% 48.6% 30.1% 48.6% 44%

https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-an
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-an
http://data.uis.unesco.org
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DISABILITY STATISTICS

Technology should enable and empower persons with disabilities (PWDs) to realize their 
full potential and live a life of dignity. Although many countries have dedicated policies 
for PWDs, like many other minority groups, PWDs do not always receive mainstream 
consideration in data-driven national policies. This can result in practical shortcomings 
or worse, bias and discrimination, when technological innovations for public services 
are rolled out.

In the Asia-Pacific region, PWD are two to six times less likely 
to be employed as compared to persons without disabilities. 

INDONESIA*

* Concerns have been raised about the lack of data Indonesia has on PWD, see: www.asiasentinel.com/p/indonesia-disability-issues-lack-data?s=r.

MALAYSIA

SINGAPORE

4.29%
or 897,639 people

4.69%
of Indonesian women

3.94%
of Indonesian men

PWD Female Male

PWD

3%
or 897,639 people

Disabilty categories

35.2% 34.8% 8.5% 0.5%
Physical disabilities

Learning disabilities

Visual impairments Others

Speech disabilities

PWD employment | 15–64 years PWD in population groups

28.2% 68.2% 3.6%
Employed

Unemployed, actively looking for a job

Outside the labor force

2.1%
of student 
population

3.4%
of people 
aged 18—49

13.3%
of people aged 
50 and above

https://www.asiasentinel.com/p/indonesia-disability-issues-lack-data?s=r
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THAILAND

VIET NAM

PWD

Disabilty categories

~3%
or 2 million people

Age groups

Mobility disabilities

Hearing impairments

Over 60 15–60 14 or younger

Visual impairments

Others 
Such as physical impairments, psychological disorders, 
autism and learning disabilities 

~52% ~46% ~2%

~52%
~18%
~10%

All five countries are signatories of the UN Convention  
on the Rights of Persons with Disabilities (UNCRPD).  
The timeline below shows when each country ratified  
the UNCRPD. 

2008 2010 2011 2013 2015

IndonesiaMalaysia Viet NamSingaporeThailand

PWD | aged 2 years and older

+7%
or 6.2 million people

People living with a PWD

13%
or 12 million people

These percentages are 
expected to rise with 
an aging population



1 4 4 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

PARTICIPATION IN INTERNATIONAL  
STANDARDS-SETTING BODIES

Participation in the international standards arena affords not only familiarization 
with developments being discussed (a capacity-building measure, in itself ) but also 
the opportunity to contribute to deliberations about the longer-term rules of the road 
for a particular field. Simply being present in these forums can nurture agency and 
prepare countries’ for more involved discussions later on. 

Technical standards-setting bodies on data and AI include the International Organization 
for Standardization (ISO) and the International Telecommunication Union (ITU).

COUNTRY PARTICIPATION

Country Participation in ISO
Participation in ISO/IEC JTC 1/SC 42: 
The international standards committee 
responsible for standardization in AI

Participation in ITU

Indonesia Full member Yes (Observing member) Member state

Malaysia Full member No Member state

Singapore Full member Yes (Participating member) Member state

Thailand Full member No Member state

Viet Nam Full member No Member state
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GOVERNMENT AI READINESS INDEX 2021

This table is drawn from the Oxford Insights’ Government AI Readiness Index, which is now 
in its fourth edition. The index draws on 42 indicators across 10 dimensions in the areas of 
Government, Technology Sector, and Data and Infrastructure, in order to answer the 
question: “How ready is a given government to implement AI in the delivery of public 
services to their citizens?” The scores are calculated out of a total of 100.

GOVERNMENT AI READINESS

Global  
Rank Country Overall score Government Technology Sector Data and 

Infrastructure

2 Singapore 82.46 94.88 66.69 85.80

36 Malaysia 62.46 68.37 52.67 66.34

47 Indonesia 58.14 73.05 40.96 60.40

59 Thailand 52.63 45.45 41.22 71.21

62 Viet Nam 51.82 70.81 32.78 51.87
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DATA CENTERS IN SOUTHEAST ASIA

The increasing number of data centers in Southeast Asia points to an expected growth 
of the data industry, supported by long-term capital investment to facilitate that expansion. 
However, the amount of energy needed to power the operation of these data centers 
can have potentially detrimental effects on the environment — including community 
displacement — without proper planning.

NUMBER OF DATA CENTERS BY COUNTRY

Sources
 • www.businesswire.com/news/home/20210427005613/en/Southeast-Asia-Data-Center-Market-Outlook-and- 

Forecast-2021-2026-Featuring-Key-IT-Infrastructure-Providers-Support-Infrastructure-Providers-Contractors- 
Investors---ResearchAndMarkets.com.

 • https://www.globenewswire.com/news-release/2022/03/09/2400274/0/en/Southeast-Asia-Data-Center-Market-Size- 
to-Reach-12-34-Billion-by-2027-Around-2-3-Million-Sq-Ft-of-Data-Center-White-Space-to-be-Added-Arizton.html.

Indonesia Malaysia Singapore Thailand Viet Nam

38 33 79 13 4

The Southeast Asia data center market by 
investment is expected to grow at a compound 
annual growth rate (CAGR) of over 8% during 
the period 2021—2026. 

According to a study by Arizton, the ASEAN data 
center market size is the fastest growing data center 
market in the world. The Southeast Asia data center 
market was valued at $8.71 billion in 2021 and is 
expected to reach $12.34 billion by 2027.

https://www.businesswire.com/news/home/20210427005613/en/Southeast-Asia-Data-Center-Market-Outlook-and-Forecast-2021-2026-Featuring-Key-IT-Infrastructure-Providers-Support-Infrastructure-Providers-Contractors-Investors---ResearchAndMarkets.com
https://www.businesswire.com/news/home/20210427005613/en/Southeast-Asia-Data-Center-Market-Outlook-and-Forecast-2021-2026-Featuring-Key-IT-Infrastructure-Providers-Support-Infrastructure-Providers-Contractors-Investors---ResearchAndMarkets.com
https://www.businesswire.com/news/home/20210427005613/en/Southeast-Asia-Data-Center-Market-Outlook-and-Forecast-2021-2026-Featuring-Key-IT-Infrastructure-Providers-Support-Infrastructure-Providers-Contractors-Investors---ResearchAndMarkets.com
https://www.globenewswire.com/news-release/2022/03/09/2400274/0/en/Southeast-Asia-Data-Center-Market-Size-to-Reach-12-34-Billion-by-2027-Around-2-3-Million-Sq-Ft-of-Data-Center-White-Space-to-be-Added-Arizton.html
https://www.globenewswire.com/news-release/2022/03/09/2400274/0/en/Southeast-Asia-Data-Center-Market-Size-to-Reach-12-34-Billion-by-2027-Around-2-3-Million-Sq-Ft-of-Data-Center-White-Space-to-be-Added-Arizton.html
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DATA PROTECTION LAWS AND NATIONAL AI POLICIES

This table is a comparative and shorthand depiction of data protection-specific  
laws and their status in each of the five countries, as of June 2022.

DATA PROTECTION LAWS AND NATIONAL ARTIFICIAL INTELLIGENCE POLICIES

Country Data Protection Law National Artificial Intelligence Policies

Indonesia Personal Data Protection Bill  � National Strategy for Artificial Intelligence (2020–2045)

Malaysia Personal Data Protection Act 2010  � Malaysia AI Blueprint (2019) 

 � National AI Roadmap  
(drafted December 2020–March 2021) 

 � National AI Framework for Malaysia  
(yet to be released)

Singapore Personal Data Protection Act 2012  � National AI Strategy (launched 2019) 

 � The Model AI Governance Framework (released 2019)

Thailand Personal Data Protection Act 2019  � AI Ethics Guidelines (drafted 2019) 

 � National AI Master Plan (2021–2027) 

 � National AI Strategy (draft released 2022)

Viet Nam Draft Personal Data Protection Decree  � National Strategy for Artificial Intelligence Research, 
Development and Application through 2030 (2021)



1 4 8 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

ENDNOTES
1 Stakeholder consultation.

2 Kristie Neo, “Southeast Asia: Digital Life Intensified,”  
We Are Social, March 8, 2021, https://wearesocial.com/ 
sg/blog/2021/03/southeast-asia-digital-life-intensified.

3 “Principal Officers,” International Organization  
for Standardization, accessed May 30, 2022,  
www.iso.org/principal-officers.html.

4 Areas for Future Action in the Responsible AI  
Ecosystem (Boston: The Future Society, 2020),  
https://thefuturesociety.org/wp-content/uploads/ 
2021/02/Areas-for-Future-Action-in-the-Responsible- 
AI-Ecosystem.pdf. 

5 Ministry of Communications and Informatics, Connected 
Indonesia: More Digital, More Advanced, Annual Report 
2020, Jakarta: Kementerian Komunikasi dan Informatika, 
2020, 61. 

6 Undang-undang Dasar Negara Republik Indonesia 
1945 (State Constitution of the Republic of Indonesia 
1945), Dewan Perwakilan Rakyat Indonesia (House 
of Representatives Indonesia), www.dpr.go.id/jdih/
uu1945, accessed June 3, 2022; Wahyudi Djafar, 
“Hukum Perlindungan Data Pribadi di Indonesia:   
Lanskap, Urgensi dan Kebutuhan Pembaruan,” (Personal 
Data Protection Law in Indonesia: Landscape, Urgency 
and Need for Reform) (presentation, “Tantangan Hukum 
dalam Era Analisis Big Data” [Legal Challenges in the 
Era of Big Data Analysis], Gadjah Mada University Law 
Faulty Post-Graduate Program, Yogyakarta, Indonesia, 
August 26, 2019).

7 Sinta Dewi Rosadi, “Privacy vs. Democracy in the Digital 
Age: Indonesia’s Challenge,” in Issues on the Frontlines of 
Technology and Politics, ed. Steven Feldstein (Washington, 
DC: Carnegie Endowment for International Peace, 2021), 
https://carnegieendowment.org/2021/10/19/privacy-
vs.-democracy-in-digital-age-indonesia-s-challenge-
pub-85517; https://law.ugm.ac.id/wp-content/uploads/
sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi- 
di-Indonesia-Wahyudi-Djafar.pdf. 

8 Ministry of Communications and Informatics, Connected 
Indonesia: More Digital, More Advanced, 39.

9 Ibid. 

10 Edmon Makarim, S. Kom, and LLM SH. “Pelindungan 
Privacy dan Personal Data” [Privacy and Personal 
Data Protection], Presentation Material for Public 
Hearing Meeting with Commission I Republic of 
Indonesia House of Representatives, April 5, 2021, 
https://petakebijakan.com/wp-content/uploads/pdfscrape/
prolegnas/K1-RJ-20200701-114522-4891.pdf; Wahyudi 
Djafar, Bernhard Ruben Fritz Sumigar, Blandina Lintang 
Setianti, Perlindungan Data Pribadi: Usulan Pelembagaan 
Kebijakan dari Perspektif Hak Asasi Manusia [Personal Data 
Protection: Proposed Institutional Policy from a Human 
Rights Perspective], Jakarta: Lembaga Studi dan Advokasi 
Masyarakat, 2016. 

11 Sekretariat Jenderal, Dewan Perwakilan Rakyat-Republik 
Indonesia, “Program Legislasi Nasional,” Republic of 
Indonesia House of Representatives, www.dpr.go.id/
prolegnas/rekam-jejak/id/353, accessed June 1, 2022. 

12 “Individuals Using the Internet (% of population) – 
Indonesia,” International Telecommunication Union 
World Telecommunication/ICT Indicators Database, 
https://data.worldbank.org/indicator/IT.NET.USER.
ZS?locations=ID, accessed June 4, 2022; “Sensus 
Penduduk 2020” [Population Census 2020], Badan Pusat 
Statistik, https://sensus.bps.go.id/main/index/sp2020, 
accessed June 4, 2022; Aadarsh Baijal, Alessandro 
Cannarsi, Florian Hoppe, Willy Chang, Stephanie Davis, 
and Rohit Sipahimalani, “e-Conomy SEA 2021,” Bain & 
Company, November 10, 2021, www.bain.com/globalassets/
noindex/2021/e_conomy_sea_2021_report.pdf. 

13 Teguh Yudo Wicaksono and Andre Simangunsong, “Digital 
Technology Adoption and Indonesia’s MSMEs during 
the COVID-19 Pandemic,” ERIA Discussion Paper Series 
No. 426, March 2022, www.eria.org/uploads/media/
discussion-papers/FY21/Digital-Technology-Adoption-and-
Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-
Pandemic.pdf. 

14 Beyond Unicorns: Harnessing Digital Technologies  
for Inclusion in Indonesia, World Bank, July 29, 2021,  
www.worldbank.org/en/country/indonesia/publication/
beyond-unicorns-harnessing-digital-technologies-for-
inclusion-in-indonesia.

15 Ibid.

https://wearesocial.com/sg/blog/2021/03/southeast-asia-digital-life-intensified/
https://wearesocial.com/sg/blog/2021/03/southeast-asia-digital-life-intensified/
http://www.iso.org/principal-officers.html
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
https://www.dpr.go.id/jdih/uu1945
https://www.dpr.go.id/jdih/uu1945
https://law.ugm.ac.id/wp-content/uploads/sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi-di-Indonesia-Wahyudi-Djafar.pdf
https://law.ugm.ac.id/wp-content/uploads/sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi-di-Indonesia-Wahyudi-Djafar.pdf
https://law.ugm.ac.id/wp-content/uploads/sites/1043/2019/08/Hukum-Perlindungan-Data-Pribadi-di-Indonesia-Wahyudi-Djafar.pdf
https://petakebijakan.com/wp-content/uploads/pdfscrape/prolegnas/K1-RJ-20200701-114522-4891.pdf
https://petakebijakan.com/wp-content/uploads/pdfscrape/prolegnas/K1-RJ-20200701-114522-4891.pdf
https://www.dpr.go.id/prolegnas/rekam-jejak/id/353
https://www.dpr.go.id/prolegnas/rekam-jejak/id/353
https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=ID
https://data.worldbank.org/indicator/IT.NET.USER.ZS?locations=ID
https://sensus.bps.go.id/main/index/sp2020
https://www.bain.com/globalassets/noindex/2021/e_conomy_sea_2021_report.pdf.
https://www.bain.com/globalassets/noindex/2021/e_conomy_sea_2021_report.pdf.
https://www.eria.org/uploads/media/discussion-papers/FY21/Digital-Technology-Adoption-and-Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-Pandemic.pdf
https://www.eria.org/uploads/media/discussion-papers/FY21/Digital-Technology-Adoption-and-Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-Pandemic.pdf
https://www.eria.org/uploads/media/discussion-papers/FY21/Digital-Technology-Adoption-and-Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-Pandemic.pdf
https://www.eria.org/uploads/media/discussion-papers/FY21/Digital-Technology-Adoption-and-Indonesia%E2%80%99s-MSMEs-during-the-COVID-19-Pandemic.pdf
https://www.worldbank.org/en/country/indonesia/publication/beyond-unicorns-harnessing-digital-techno
https://www.worldbank.org/en/country/indonesia/publication/beyond-unicorns-harnessing-digital-techno
https://www.worldbank.org/en/country/indonesia/publication/beyond-unicorns-harnessing-digital-techno


1 4 9ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

16 Leveraging Digitalization to Cope with COVID-19: 
An Indonesia Case Study on Women-Owned Micro and 
Small Businesses, UN Women and Pulse Lab Jakarta, 
November 2020: https://data.unwomen.org/sites/default/
files/documents/Publications/Indonesia-Digitalization-
Women-MSBs-COVID19-EN.pdf. 

17 Wahyudi Djafar, “Hukum Perlindungan Data Pribadi  
di Indonesia.” 

18 Peraturan Pemerintah Republik Indonesia Nomor 71 
Tahun 2019 Tentang Penyelenggaraan Sistem dan Transaksi 
Elektronik [Government Regulation No. 71 of 2019 on the 
Implementation of Electronic Systems and Transactions], 
Audit Board of the Republic of Indonesia, October 10, 2019, 
https://peraturan.bpk.go.id/Home/Details/122030/pp-no-
71-tahun-2019; “Data Protected – Indonesia,” Linklaters LLP 
and Allen, March 2020, www.linklaters.com/en-us/insights/
data-protected/data-protected---indonesia. 

19 Section 6, Article 17, Peraturan Pemerintah Republik 
Indonesia Nomor 82 Tahun 2012 Tentang Penyelenggaraan 
Sistem dan Transaksi Elektronik [Government Regulation 
No. 82 of 2012 on the Implementation of Electronic Systems 
and Transactions], October 15, 2012, Audit Board of the 
Republic of Indonesia, https://peraturan.bpk.go.id/Home/
Details/5296/pp-no-82-tahun-2012. 

20 Clarisse Girot, “Transferring Personal Data in Asia: A Path to 
Legal Certainty and Regional Convergence,” Asian Business 
Law Institute, March 2020, 17, https://fpf.org/wp-content/
uploads/2021/01/Girot_Transferring.pdf.

21 Rizka K. and Mecca Yumna, “Indonesia Pushing G20 
Discussions on Cross-Country Data Flows,” Antara, April 28, 
2022, https://en.antaranews.com/news/227377/indonesia-
pushing-g20-discussions-on-cross-country-data-flows. 

22 Glenn Maail, “Key Challenges in Achieving Inclusive 
Open Data Governance in Indonesia,” Heinrich Böll 
Stiftung, March 6, 2021, https://hk.boell.org/en/2021/ 
03/08/key-challenges-achieving-inclusive-open-data-
governance-indonesia. 

23 “Data Indonesia, Dalam Satu Portal” [Indonesian Data, 
In One Portal], Satu Data Indonesia, https://satudata.go.id/
home, accessed June 4, 2022. 

24 Glenn Maail, “Key Challenges in Achieving Inclusive 
Open Data Governance in Indonesia.” 

25 “Peraturan Presiden (PERPRES) tentang Satu Data 
Indonesia” [Presidential Regulation on One Data Indonesia], 
Audit Board of the Republic of Indonesia, June 17, 2019, 
https://peraturan.bpk.go.id/Home/Details/108813/ 
perpres-no-39-tahun-2019. 

26 “Peraturan Presiden (PERPRES) tentang Sistem 
Pemerintahan Berbasis Elektronik” [Presidential 
Regulation on Electronic-Based Government System], 
Audit Board of the Republic of Indonesia, October 5, 2018, 
https://peraturan.bpk.go.id/Home/Details/96913/perpres-
no-95-tahun-2018. 

27 Arif Bambani, “Government to Build National Data 
Center in 2022,” The Indonesia, December 31, 2021, 
https://theindonesia.suara.com/news/2021/12/31/ 
111721/government-to-build-national-data-center-in-
2022#:~:text=TheIndonesia.id%20%2D%20The%20
Ministry%20of,the%20first%20PDN%20in%20Bekasi. 

28 Rajius Idzalika, Zakiya Pramestri, Imaduddin Amin, Yulistina 
Riyadi and George Hodge, “Big Data for Population and 
Social Policies,” Pulse Lab Jakarta and United Nations Global 
Pulse, January 24, 2019, https://pulselabjakarta.org/assets/
uploadworks/2019-01-24-08-58-31.pdf. 

29 Catalin Cimpanu, “Hacker Leaks 15 Million Records from 
Tokopedia, Indonesia’s Largest Online Store,” ZDNet, 
May 2, 2020, www.zdnet.com/article/hacker-leaks-15-million- 
records-from-tokopedia-indonesias-largest-online-store. 

30 Arnidhya Nur Z and Mecca Yumna, “Ministry to Issue 
Decision on BJPS Data Leak Soon,” Antara, October 25, 2021, 
https://en.antaranews.com/news/195925/ministry-to-issue-
decision-on-bpjs-data-leak-soon. 

31 “Report: Indonesian Government’s COVID-19 App 
Accidentally Exposes over 1 Million People in Massive Data 
Leak,” vpnMentor, June 1, 2022, www.vpnmentor.com/blog/
report-ehac-indonesia-leak. 

32 Glenn Wijaya, “Global Legislative Predictions 2022: 
Indonesia’s Personal Data Protection Bill,” International 
Association for Privacy Professionals, February 10, 2022, 
https://iapp.org/news/a/global-legislative-predictions-
2022-indonesias-personal-data-protection-bill/#:~:text=In% 
202020%2C%20the%20Personal%20Data,established%20
in%20Indonesia’s%20legal%20system; Graham Greenleaf 
and Andin Aditya Rahman, “Indonesia’s DP Bill Lacks 
a DPA, Despite GDPR Similarities,” Privacy Laws & 
Business International Report 164, no. 1 (March 2020): 
3–7, https://ssrn.com/abstract=3769670 or  
http://dx.doi.org/10.2139/ssrn.3769670. 

https://data.unwomen.org/sites/default/files/documents/Publications/Indonesia-Digitalization-Women-MSBs-COVID19-EN.pdf
https://data.unwomen.org/sites/default/files/documents/Publications/Indonesia-Digitalization-Women-MSBs-COVID19-EN.pdf
https://data.unwomen.org/sites/default/files/documents/Publications/Indonesia-Digitalization-Women-MSBs-COVID19-EN.pdf
https://peraturan.bpk.go.id/Home/Details/122030/pp-no-71-tahun-2019
https://peraturan.bpk.go.id/Home/Details/122030/pp-no-71-tahun-2019
https://www.linklaters.com/en-us/insights/data-protected/data-protected---indonesia
https://www.linklaters.com/en-us/insights/data-protected/data-protected---indonesia
https://peraturan.bpk.go.id/Home/Details/5296/pp-no-82-tahun-2012
https://peraturan.bpk.go.id/Home/Details/5296/pp-no-82-tahun-2012
https://fpf.org/wp-content/uploads/2021/01/Girot_Transferring.pdf
https://fpf.org/wp-content/uploads/2021/01/Girot_Transferring.pdf
https://en.antaranews.com/news/227377/indonesia-pushing-g20-discussions-on-cross-country-data-flows
https://en.antaranews.com/news/227377/indonesia-pushing-g20-discussions-on-cross-country-data-flows
https://hk.boell.org/en/2021/03/08/key-challenges-achieving-inclusive-open-data-governance-indonesia
https://hk.boell.org/en/2021/03/08/key-challenges-achieving-inclusive-open-data-governance-indonesia
https://hk.boell.org/en/2021/03/08/key-challenges-achieving-inclusive-open-data-governance-indonesia
https://satudata.go.id/home
https://satudata.go.id/home
https://peraturan.bpk.go.id/Home/Details/108813/perpres-no-39-tahun-2019.
https://peraturan.bpk.go.id/Home/Details/108813/perpres-no-39-tahun-2019.
https://peraturan.bpk.go.id/Home/Details/96913/perpres-no-95-tahun-2018
https://peraturan.bpk.go.id/Home/Details/96913/perpres-no-95-tahun-2018
https://theindonesia.suara.com/news/2021/12/31/111721/government-to-build-national-data-center-in-20
https://theindonesia.suara.com/news/2021/12/31/111721/government-to-build-national-data-center-in-20
https://theindonesia.suara.com/news/2021/12/31/111721/government-to-build-national-data-center-in-20
https://theindonesia.suara.com/news/2021/12/31/111721/government-to-build-national-data-center-in-20
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://www.zdnet.com/article/hacker-leaks-15-million-records-from-tokopedia-indonesias-largest-online-store/
https://www.zdnet.com/article/hacker-leaks-15-million-records-from-tokopedia-indonesias-largest-online-store/
https://en.antaranews.com/news/195925/ministry-to-issue-decision-on-bpjs-data-leak-soon
https://en.antaranews.com/news/195925/ministry-to-issue-decision-on-bpjs-data-leak-soon
https://www.vpnmentor.com/blog/report-ehac-indonesia-leak/
https://www.vpnmentor.com/blog/report-ehac-indonesia-leak/
https://iapp.org/news/a/global-legislative-predictions-2022-indonesias-personal-data-protection-bill
https://iapp.org/news/a/global-legislative-predictions-2022-indonesias-personal-data-protection-bill
https://iapp.org/news/a/global-legislative-predictions-2022-indonesias-personal-data-protection-bill
https://iapp.org/news/a/global-legislative-predictions-2022-indonesias-personal-data-protection-bill
https://ssrn.com/abstract=3769670
http://dx.doi.org/10.2139/ssrn.3769670


1 5 0 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

33 Stakeholder consultation; Graham Greenleaf and Andin 
Aditya Rahman, ibid.; Antoine Schweitzer-Chaput, 
“Independent data protection authority matters,” 
The Jakarta Post, June 8, 2021, www.thejakartapost.com/
academia/2021/06/08/independent-data-protection-
authority-matters.html.

34 Stakeholder consultation; Glenn Maail, “Key Challenges in 
Achieving Inclusive Open Data Governance in Indonesia.”

35 “Kebijakan Perlindungan Data Pribadi Komprehensif 
Dibutuhkan di Indonesia” [Comprehensive Personal 
Data Protection Policy Needed in Indonesia], Media 
Indonesia, February 4, 2022, https://mediaindonesia.com/
teknologi/469348/kebijakan-perlindungan-data-pribadi-
komprehensif-dibutuhkan-di-indonesia.

36 Wahyudi Djafar, “Hukum Perlindungan Data Pribadi 
di Indonesia.” 

37 Strategi Implementasi Regulasi Perlindungan Data Pribadi 
di Indonesia [Implementation Strategy of Personal Data 
Protection Regulations in Indonesia], Jakarta: Ministry 
of Communications and Informatics, 2019. 

38 “Mengulik Data Suku di Indonesia,” Badan Pusat 
Statistik (Central Bureau of Statistics), www.bps.go.id/
news/2015/11/18/127/mengulik-data-suku-di-indonesia.html, 
accessed June 5, 2022. 

39 Adi Renaldi, “Indonesia’s Invisible People Face 
Discrimination, and Sometimes Death, by Database,” 
Rest of World, April 29, 2021, https://pulitzercenter.org/
stories/indonesias-invisible-people-face-discrimination- 
and-sometimes-death-database. 

40 “Towards an Inclusive Digital Economy,” Policy Brief No. 1, 
SMERU Research Institute, August 2020, https://smeru.or.id/
en/publication/towards-inclusive-digital-economy. 

41 Glenn Maail, “Key Challenges in Achieving Inclusive Open 
Data Governance in Indonesia.”

42 Irendra Radjawali and Oliver Pye, 2015, “Counter-mapping 
Land Grabs with Community Drones in Indonesia,” 
Paper presented at Land-grabbing, Conflict, and 
Agrarian-Environmental Transformations: Perspectives 
from East and Southeast Asia, Chiang Mai, June 5–6, 
www.academia.edu/18002453/Counter_Mapping_Land_
Grabs_with_Community_Drones_in_Indonesia. 

43 The Indonesia Digital Lookbook: New Frontier of SEA 
Technology, StartupIndonesia.co, accessed June 4, 
2002, www.startupindonesia.co/_files/ugd/9ce6f2_
d3842e2e1d174c7480822d2583791f0a.pdf. 

44 S. Ganbold, “E-commerce Market Volume SEA 2019–2025 
by Country,” Statista, December 7, 2021, www.statista.com/
statistics/647645/southeast-asia-ecommerce-market- 
size-country. 

45 “Cloud Infrastructure Map,” TeleGeography,  
www.cloudinfrastructuremap.com, accessed June 4, 2022. 

46 Azis Kurmala, “Indonesia Re-elected to ITU’s Administrative 
Council,” Antara, November 6, 2018,” https://en.antaranews.
com/news/120227/indonesia-re-elected-to-itus-
administrative-council. 

47 The MSC drew inspiration from Silicon Valley and was set 
up as a special economic zone to catalyze development 
through IT for Malaysia. What was envisioned for the MSC 
was a “global ‘test-bed’” for new interactions between the 
public and private sectors, a networked ecosystem of ICT 
and IT-enabled industries that would “set global standards 
in flagship applications,” and facilitate a “world-leading” and 
“harmonized global framework of cyberlaws.” See, Mahathir 
bin Mohamad, “The Opening of Multimedia Asia on 
Multimedia Super Corridor,” transcript of speech delivered 
at Putra World Trade Centre, Kuala Lumpur, August 1, 1996, 
www.mahathir.com/malaysia/speeches/1996/1996-08- 
01.php; “Multimedia Super Corridor (MSC),” MIDA, 
August 26, 2021, www.mida.gov.my/industries/services/
other-services/other-services-multimedia-super-corridor-
msc/#:~:text=The%20Multimedia%20Super%20
Corridor%20(MSC,of%20the%20country’s%20digital%20
economy; Mohd. Salleh Masduki, “The Multimedia 
Super Corridor: A Model for Fostering Economic Growth 
and Development using IT,” World Trade Organization 
Information Technology Symposium, Geneva, July 16, 1999, 
https://slideplayer.com/slide/730567. 

48 Malaysia Digital Economy Blueprint, (Putrajaya, Malaysia: 
Economic Planning Unit, 2020), 10 www.epu.gov.my/ 
sites/default/files/2021-02/malaysia-digital-economy-
blueprint.pdf. 

49 Mahathir Mohamed, “The Way Forward – Vision,” Malaysian 
Business Council, 1991, www.pmo.gov.my/vision-2020/ 
the-way-forward. 

50 Cindy Yeap, “Vision 2020: Mission Unrealized,” The Edge 
Markets, January 12, 2021, www.theedgemarkets.com/article/
vision-2020-mission-unrealised. 

51 “Profile of MSMEs in 2016–2021,” SME Corporation Malaysia, 
www.smecorp.gov.my/index.php/en/policies/2020-02- 
11-08-01-24/profile-and-importance-to-the-economy. 

http://www.thejakartapost.com/academia/2021/06/08/independent-data-protection-authority-matters.html
http://www.thejakartapost.com/academia/2021/06/08/independent-data-protection-authority-matters.html
http://www.thejakartapost.com/academia/2021/06/08/independent-data-protection-authority-matters.html
https://mediaindonesia.com/teknologi/469348/kebijakan-perlindungan-data-pribadi-komprehensif-dibutuh
https://mediaindonesia.com/teknologi/469348/kebijakan-perlindungan-data-pribadi-komprehensif-dibutuh
https://mediaindonesia.com/teknologi/469348/kebijakan-perlindungan-data-pribadi-komprehensif-dibutuh
https://www.bps.go.id/news/2015/11/18/127/mengulik-data-suku-di-indonesia.html
https://www.bps.go.id/news/2015/11/18/127/mengulik-data-suku-di-indonesia.html
https://pulitzercenter.org/stories/indonesias-invisible-people-face-discrimination-and-sometimes-death-database
https://pulitzercenter.org/stories/indonesias-invisible-people-face-discrimination-and-sometimes-death-database
https://pulitzercenter.org/stories/indonesias-invisible-people-face-discrimination-and-sometimes-death-database
https://smeru.or.id/en/publication/towards-inclusive-digital-economy
https://smeru.or.id/en/publication/towards-inclusive-digital-economy
https://www.academia.edu/18002453/Counter_Mapping_Land_Grabs_with_Community_Drones_in_Indonesia
https://www.academia.edu/18002453/Counter_Mapping_Land_Grabs_with_Community_Drones_in_Indonesia
https://www.startupindonesia.co/_files/ugd/9ce6f2_d3842e2e1d174c7480822d2583791f0a.pdf
https://www.startupindonesia.co/_files/ugd/9ce6f2_d3842e2e1d174c7480822d2583791f0a.pdf
https://www.statista.com/statistics/647645/southeast-asia-ecommerce-market-size-country/
https://www.statista.com/statistics/647645/southeast-asia-ecommerce-market-size-country/
https://www.statista.com/statistics/647645/southeast-asia-ecommerce-market-size-country/
https://www.cloudinfrastructuremap.com/
https://en.antaranews.com/news/120227/indonesia-re-elected-to-itus-administrative-council
https://en.antaranews.com/news/120227/indonesia-re-elected-to-itus-administrative-council
https://en.antaranews.com/news/120227/indonesia-re-elected-to-itus-administrative-council
http://www.mahathir.com/malaysia/speeches/1996/1996-08-01.php
http://www.mahathir.com/malaysia/speeches/1996/1996-08-01.php
http://www.mahathir.com/malaysia/speeches/1996/1996-08-01.php
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://slideplayer.com/slide/730567
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.pmo.gov.my/vision-2020/the-way-forward
https://www.pmo.gov.my/vision-2020/the-way-forward
https://www.theedgemarkets.com/article/vision-2020-mission-unrealised
https://www.theedgemarkets.com/article/vision-2020-mission-unrealised
http://www.smecorp.gov.my/index.php/en/policies/2020-02
-11-08-01-24/profile-and-importance-to-the-economy
http://www.smecorp.gov.my/index.php/en/policies/2020-02
-11-08-01-24/profile-and-importance-to-the-economy


1 5 1ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

52 “Profile of MSMEs in 2016–2021,” SME Corporation 
Malaysia, www.smecorp.gov.my/index.php/en/
policies/2020-02-11-08-01-24/profile-and-importance-
to-the-economy. For a definition of each category 
within MSMEs, please see: “SME Definitions,” 
SME Corporation Malaysia, www.smecorp.gov.my/
index.php/en/policies/2020-02-11-08-01-24/sme-
definition#:~:text=For%20the%20manufacturing%20
sector%2C%20SMEs,time%20employees%20not%20
exceeding%20200; “Guideline for SME Definition,” SME 
Corporation Malaysia, www.smecorp.gov.my/images/
pdf/2022/Guideline_on_SME_Definition_Updated_
September_2020_Final.pdf. 

53 “Small and Medium Enterprises (SMEs) Performance 2020,”  
Department of Statistics Malaysia Official Portal, July 28, 2021,  
www.dosm.gov.my/v1/index.php?r=column/cthemeByCat& 
cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09 
&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09# 
:~:text=The%2520share%2520of%2520SMEs%2520 
employment,2019%2520(7.32%2520million%2520persons.

54 “Escaping the Consumerism Trap: Overcoming 
the Digitalisation Chasm of Malaysian SMEs,” Huawei, 
December 30, 2018, www.huawei.com/minisite/accelerating-
malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf. 

55 The 13 classes of commercial data users are in the following 
sectors: communications, banking and finance, insurance, 
healthcare, tourism and hospitality, transportation, 
education, direct selling, professional services, real 
estate, utilities, pawn brokerage, and money lending. 

56 “Personal Data Protection Standard 2015,” The Personal  
Data Protection Commissioner Malaysia, January 2015,  
www.pdp.gov.my/jpdpv2/assets/2019/09/
BukuStandardPDP-2015.pdf. 

57 “Malaysia – Data Protection Overview,” DataGuidance,  
May 27, 2022, https://www.dataguidance.com/notes/
malaysia-data-protection-overview. 

58 Kherk Ying Chew, Sonia Ong and Chun Hau Ng, “Malaysia: 
Personal Data Protection Department issues new guidelines, 
circulars and codes of practice,” Global Compliance 
News, March 21, 2022, www.globalcompliancenews.
com/2022/03/21/malaysia-personal-data-protection-
department-issues-new-guidelines-circulars-and-codes- 
of-practice070322. 

59 “Personal Data Protection Law in Malaysia,” Ministry  
of Communications and Multimedia Malaysia, Act 709,  
www.pdp.gov.my/jpdpv2/assets/2020/01/Introduction 
-to-Personal-Data-Protection-in-Malaysia.pdf. 

60 “Escaping the Consumerism Trap: Overcoming the 
Digitalisation Chasm of Malaysian SMEs,” Huawei, 20.

61 SME Corp. Malaysia, “Technology, Innovation, and 
Digitalisation,” in SME Insights 2019/20, 231.

62 “Personal Data Protection Law in Malaysia,” Ministry  
of Communications and Multimedia Malaysia; “Malaysia – 
Data Protection Overview,” DataGuidance.

63 “Personal Data Protection Law in Malaysia,” Ministry  
of Communications and Multimedia Malaysia.

64 “Malaysia komited bantu ASEAN selamatkan aliran data, 
keselamatan siber,” [Malaysia is committed to helping 
ASEAN secure data flow, cyber security], Sinar Harian, 
January 21, 2021, www.sinarharian.com.my/article/120152/
BERITA/Nasional/Malaysia-komited-bantu-ASEAN-
selamatkan-aliran-data-keselamatan-siber. 

65 Malaysia Digital Economy Blueprint, (Putrajaya, Malaysia: 
Economic Planning Unit, 2020), 44.

66 Ibid., 48–49. 

67 See, e.g., Anneke Zuiderwijk, Ali Pirannejad, and Iryna Susha, 
“Comparing open data benchmarks: Which metrics and 
methodologies determine countries’ positions in the ranking 
lists?,” Telematics and Informatics 62, (September 2021): 
101634, https://doi.org/10.1016/j.tele.101634.

68 Malaysian Communications and Multimedia Commission, 
National Digital Identity (ID) Framework for Malaysia: Public 
Consultation Report, (PricewaterhouseCoopers, August 
2020) 15–17.

69 Stakeholder consultation; “Malaysia’s Digital Economy: 
A New Driver of Development,” World Bank Group, 
September 2018, https://openknowledge.worldbank.org/
bitstream/handle/10986/30383/129777.pdf?sequence= 
1&isAllowed=y. 

70 Vijandren, “46.2 Million Malaysian Mobile Phone 
Numbers Leaked from 2014 Data Breach,” Lowyat.net, 
October 30, 2017, www.lowyat.net/2017/146339/46-2-million-
mobile-phone-numbers-leaked-from-2014-data-breach. 

71 Arjuna Chandran Shankar, “Astro suffers data breach 
exposing customers’ MyKad data,” The Edge Markets, 
August 22, 2019, www.theedgemarkets.com/article/astro-
suffers-data-breach-exposing-customers-mykad-data. 

72 Chief Chapree, “PDRM Begins to Investigate JPN Database 
Leak as LHDN Refutes Seller’s Claim,” Lowyat.net, 
September 28, 2021, www.lowyat.net/2021/254222/pdrm-
investigate-jpn-lhdn-db-leak. 

https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/profile-and-importance-to-the-economy
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/profile-and-importance-to-the-economy
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/profile-and-importance-to-the-economy
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/sme-definition#:~:text=For%20th
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/sme-definition#:~:text=For%20th
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/sme-definition#:~:text=For%20th
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/sme-definition#:~:text=For%20th
https://www.smecorp.gov.my/index.php/en/policies/2020-02-11-08-01-24/sme-definition#:~:text=For%20th
http://www.smecorp.gov.my/images/pdf/2022/Guideline_on_SME_Definition_Updated_September_2020_Final.pdf
http://www.smecorp.gov.my/images/pdf/2022/Guideline_on_SME_Definition_Updated_September_2020_Final.pdf
http://www.smecorp.gov.my/images/pdf/2022/Guideline_on_SME_Definition_Updated_September_2020_Final.pdf
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=159&bul_id=KzdrS25pRTZ1VGFkcTlNY0FEczBYUT09&menu_id=TE5CRUZCblh4ZTZMODZIbmk2aWRRQT09#:~:text=The%2520share%2520of%2520SMEs%2520employment,2019%2520(7.32%2520million%2520persons
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://www.pdp.gov.my/jpdpv2/assets/2019/09/BukuStandardPDP-2015.pdf
https://www.pdp.gov.my/jpdpv2/assets/2019/09/BukuStandardPDP-2015.pdf
https://www.dataguidance.com/notes/malaysia-data-protection-overview
https://www.dataguidance.com/notes/malaysia-data-protection-overview
https://www.globalcompliancenews.com/2022/03/21/malaysia-personal-data-protection-department-issues-
https://www.globalcompliancenews.com/2022/03/21/malaysia-personal-data-protection-department-issues-
https://www.globalcompliancenews.com/2022/03/21/malaysia-personal-data-protection-department-issues-
https://www.globalcompliancenews.com/2022/03/21/malaysia-personal-data-protection-department-issues-
https://www.pdp.gov.my/jpdpv2/assets/2020/01/Introduction-to-Personal-Data-Protection-in-Malaysia.pdf
https://www.pdp.gov.my/jpdpv2/assets/2020/01/Introduction-to-Personal-Data-Protection-in-Malaysia.pdf
http://www.sinarharian.com.my/article/120152/BERITA/Nasional/Malaysia-komited-bantu-ASEAN-selamatkan-aliran-data-keselamatan-siber
http://www.sinarharian.com.my/article/120152/BERITA/Nasional/Malaysia-komited-bantu-ASEAN-selamatkan-aliran-data-keselamatan-siber
http://www.sinarharian.com.my/article/120152/BERITA/Nasional/Malaysia-komited-bantu-ASEAN-selamatkan-aliran-data-keselamatan-siber
https://doi.org/10.1016/j.tele.101634
https://openknowledge.worldbank.org/bitstream/handle/10986/30383/129777.pdf?sequence=1&isAllowed=y
https://openknowledge.worldbank.org/bitstream/handle/10986/30383/129777.pdf?sequence=1&isAllowed=y
https://openknowledge.worldbank.org/bitstream/handle/10986/30383/129777.pdf?sequence=1&isAllowed=y
https://www.lowyat.net/2017/146339/46-2-million-mobile-phone-numbers-leaked-from-2014-data-breach/
https://www.lowyat.net/2017/146339/46-2-million-mobile-phone-numbers-leaked-from-2014-data-breach/
https://www.theedgemarkets.com/article/astro-suffers-data-breach-exposing-customers-mykad-data
https://www.theedgemarkets.com/article/astro-suffers-data-breach-exposing-customers-mykad-data
https://www.lowyat.net/2021/254222/pdrm-investigate-jpn-lhdn-db-leak
https://www.lowyat.net/2021/254222/pdrm-investigate-jpn-lhdn-db-leak


1 52 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

73 Aidila Razak (@aidilarazak), Twitter post, October 19, 2021, 
11:56 PM, https://twitter.com/aidilarazak/status/1450672356 
389621768?lang=en. 

74 Foong Cheng Leong, “Bread & Kaya: 2018 Malaysia Cyber-
law and IT Cases – Fake news, private information & instant 
messaging,” DNA, April 19, 2019, www.digitalnewsasia.com/
insights/bread-kaya-2018-malaysia-cyber-law-and-it-cases-
%E2%80%93-fake-news-private-information-instant. 

75 Adlin Abdul Majid and Lau Wai Kei, “Malaysia: National 
Digital Identity program and data protection considerations,” 
DataGuidance, October 2020, www.dataguidance.com/
opinion/malaysia-national-digital-identity-program- 
and-data. 

76 Personal Data Protection Department, “Review of Personal 
Data Protection Act 2010,” Public Consultation Paper 
No. 01/2020, Act 709, February 14–28, 2020, www.pdp.gov.
my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-
Review-of-Act-709_V4.pdf. 

77 Malaysia Digital Economy Blueprint, (Putrajaya, Malaysia: 
Economic Planning Unit, 2020), 82.

78 IPSOS, “Global Citizens & Data Privacy: With  
Malaysian Perspective,” press release, February 14, 2019,  
www.ipsos.com/en-my/global-citizens-data-privacy-
malaysian-perspective. 

79 “MSME Finance Gap,” SME Finance Forum, accessed 
June 3, 2022, www.smefinanceforum.org/data-sites/
msme-finance-gap; “Govt Spent RM2.3 Bil on Women 
Entrepreneurs in 2018,” SME Corporation Malaysia, 
January 30, 2019, www.smecorp.gov.my/index.php/en/
resources/2015-12-21-10-55-22/news/3554-govt-spent-rm2-
3-bil-on-women-entrepreneurs-in-2018. 

80 “Social Statistics Bulletin Malaysia 2018,” Department  
of Statistics Malaysia Official Portal, November 29, 2019,  
www.dosm.gov.my/v1/index.php?r=column/cthemeBy 
Cat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5z 
SitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGdu 
Zz09#:~:text=The%2520registered%2520Person%2520with 
%2520Disabilities,Visually%2520impaired%2520category% 
2520(8.9%2525) 

81 “Launching of Report on the Key Findings Population and 
Housing Census of Malaysia 2020,” Department of Statistics 
Malaysia Official Portal, February 14, 2022, www.dosm.gov.
my/v1/index.php?r=column/cthemeByCat&cat=117&bul_
id=akliVWdIa2g3Y2VubTVSMkxmYXp1UT09&menu_
id=L0pheU43NWJwRWVSZklWdzQ4TlhUUT09. 

82 Map showing location of Orang Asal, Google Earth,  
https://earth.google.com/web/@0,0,0a,22251752.77375655
d,35y,0h,0t,0r.

83 “Anti-Corruption and Transparency,” Sinar Project,  
April 21, 2022, https://sinarproject.org/transparency. 

84  Republic of Singapore, “ Personal Data Protection 
(Amendment) Act 2020,” No. 40, signed November 25, 2020 
https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%20
November%202020.&text=An%20Act%20to%20
amend%20the,amendments%20to%20certain%20other%20
Acts.&text=1.,by%20notification%20in%20the%20Gazette. 

85 Republic of Singapore, “Personal Data Protection 
(Amendment) Act 2020.” 

86 “Digital Economy Agreements,” Ministry of Trade and 
Industry Singapore, accessed April 6, 2022, www.mti.gov.sg/
Improving-Trade/Digital-Economy-Agreements. 

87 “Digital Economy Agreements,” Ministry of Trade and 
Industry Singapore. 

88 Mark Manantan, “U.S., Japan, and Southeast Asia 
Cooperation: Building a Data Governance Blueprint,” East 
West Center Asia Pacific Bulletin, no. 505, April 30, 2020. 

89 “ASEAN Data Management Framework: Data governance 
and protection throughout the data lifecycle,” ASEAN Digital 
Senior Officials’ Meeting, January 2021. 

90 “ASEAN Model Contractual Clauses for Cross Border 
Data Flows,” 2nd ASEAN Digital Senior Officials’ Meeting, 
January 2021. 

91 MCI, IMDA, and CSA, “1st ASEAN Digital Ministers’ 
Meeting Approves Singapore-led Initiatives on ASEAN 
Data Management Framework, ASEAN Model Contractual 
Clauses for Cross Border Data Flows and ASEAN CERT 
Information Exchange Mechanism,” press release, January 
22, 2021, www.mci.gov.sg/pressroom/news-and-stories/
pressroom/2021/1/1st-asean-digital-ministers-meeting. 

92 Capturing the Digital Economy: A Proposed Measurement 
Framework and its Applications; a Special Supplement to Key 
Indicators for Asia and the Pacific 2021, (Philippines: Asian 
Development Bank, August 2021), 32–33.

93 Asian Development Bank, Capturing the Digital Economy: 
A Proposed Measurement Framework and its Applications; 
a Special Supplement to Key Indicators for Asia and the 
Pacific 2021, 33–34

https://twitter.com/aidilarazak/status/1450672356389621768?lang=en
https://twitter.com/aidilarazak/status/1450672356389621768?lang=en
https://www.digitalnewsasia.com/insights/bread-kaya-2018-malaysia-cyber-law-and-it-cases-%E2%80%93-f
https://www.digitalnewsasia.com/insights/bread-kaya-2018-malaysia-cyber-law-and-it-cases-%E2%80%93-f
https://www.digitalnewsasia.com/insights/bread-kaya-2018-malaysia-cyber-law-and-it-cases-%E2%80%93-f
https://www.dataguidance.com/opinion/malaysia-national-digital-identity-program-and-data
https://www.dataguidance.com/opinion/malaysia-national-digital-identity-program-and-data
https://www.dataguidance.com/opinion/malaysia-national-digital-identity-program-and-data
https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.pdp.gov.my/jpdpv2/assets/2020/02/Public-Consultation-Paper-on-Review-of-Act-709_V4.pdf
https://www.ipsos.com/en-my/global-citizens-data-privacy-malaysian-perspective
https://www.ipsos.com/en-my/global-citizens-data-privacy-malaysian-perspective
https://www.smefinanceforum.org/data-sites/msme-finance-gap
https://www.smefinanceforum.org/data-sites/msme-finance-gap
https://www.smecorp.gov.my/index.php/en/resources/2015-12-21-10-55-22/news/3554-govt-spent-rm2-3-bil
https://www.smecorp.gov.my/index.php/en/resources/2015-12-21-10-55-22/news/3554-govt-spent-rm2-3-bil
https://www.smecorp.gov.my/index.php/en/resources/2015-12-21-10-55-22/news/3554-govt-spent-rm2-3-bil
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=152&bul_id=NU5hZTRkOSs0RVZwRytTRE5zSitLUT09&menu_id=U3VPMldoYUxzVzFaYmNkWXZteGduZz09#:~:text=The%2520registered%2520Person%2520with%2520Disabilities,Visually%2520impaired%2520category%2520(8.9%2525)
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=117&bul_id=akliVWdIa2g3Y2VubTVSMkxmYXp
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=117&bul_id=akliVWdIa2g3Y2VubTVSMkxmYXp
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=117&bul_id=akliVWdIa2g3Y2VubTVSMkxmYXp
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=117&bul_id=akliVWdIa2g3Y2VubTVSMkxmYXp
https://earth.google.com/web/@0,0,0a,22251752.77375655d,35y,0h,0t,0r
https://earth.google.com/web/@0,0,0a,22251752.77375655d,35y,0h,0t,0r
https://sinarproject.org/transparency
https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%20November%202020.&text=An%20Act%20to%20amend%2
https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%20November%202020.&text=An%20Act%20to%20amend%2
https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%20November%202020.&text=An%20Act%20to%20amend%2
https://sso.agc.gov.sg/Acts-Supp/40-2020/#:~:text=25%20November%202020.&text=An%20Act%20to%20amend%2
https://www.mti.gov.sg/Improving-Trade/Digital-Economy-Agreements
https://www.mti.gov.sg/Improving-Trade/Digital-Economy-Agreements
http://www.mci.gov.sg/pressroom/news-and-stories/pressroom/2021/1/1st-asean-digital-ministers-meeting
http://www.mci.gov.sg/pressroom/news-and-stories/pressroom/2021/1/1st-asean-digital-ministers-meeting


1 5 3ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

94 Aadarsh Baijal, Alessandro Cannarsi, Florian Hoppe,  
Willy Chang, Stephanie Davis, and Rohit Sipahimalani, 
“e-Conomy SEA 2021,” Bain & Company, November 10, 2021,  
www.bain.com/globalassets/noindex/2021/e_conomy_
sea_2021_report.pdf. 

95 Ibid. 

96 Singapore News Center, “Digital transformation to 
contribute US$10 billion to Singapore GDP by 2021,” 
Microsoft, February 21, 2018, https://news.microsoft.com/
en-sg/2018/02/21/digital-transformation-contribute-
us10-billion-singapore-gdp-2021/#:~:text=In%20
2017%2C%20about%2010%25%20of,and%20artificial%20
intelligence%20(AI). 

97 “Digital Capitals Singapore Report,” Digital Reality, 
November 2019, www.digitalcentre.technology/wp-content/
uploads/2020/03/Digital-Capitals-Singapore-2020.pdf.

98 OECD, “The application of data in the public sector 
to generate public value,” in The Path to Becoming 
a Data-Driven Public Sector, OECD Digital Government 
Studies, (Paris: OECD Publishing, 2019). 

99 Diaan-Yi Lin and Vidhya Ganesan, “Using Data to Create 
Better Government,” Civil Service College Singapore 16, 
January 19, 2017, www.csc.gov.sg/articles/using-data-to-
create-better-government. 

100 OECD, “The application of data in the public sector 
to generate public value.” 

101 Do Hoang Van Khanh, “Data Science in Public Policy – 
The New Revolution,” Civil Service College Singapore 17, 
June 30, 2017, www.csc.gov.sg/articles/data-science-in-
public-policy---the-new-revolution. 

102 “Open Data Resources,” Smart Nation Singapore,  
www.smartnation.gov.sg/resources/open-data.

103 “Myinfo – A ‘Tell Us Once’ Service that Facilitates Online 
Transactions for Individuals,” Singapore Government 
Developer Portal, April 29, 2022, www.developer.tech.gov.sg/
products/categories/digital-identity/myinfo/overview.html. 

104 Dean Koh, “MyInfo Developer & Partner Portal launched  
by GovTech for developers and businesses,” OpenGov  
Asia, November 13, 2017, https://opengovasia.com/ 
myinfo-developer-partner-portal-launched-by-govtech- 
for-developers-and-businesses. 

105 Cristine Lago, “The Biggest data Breaches in Southeast 
Asia,” CSO, January 18, 2020, www.csoonline.com/article/ 
3532816/the-biggest-data-breaches-in-southeast-asia.html. 

106 “Comment: Singapore Data Breach Could Damage Banks’ 
Health,” Yahoo! News, July 29, 2018, https://ph.news.yahoo.
com/comment-singapore-data-breach-damage-banks-
health-034851447.html. 

107 Eileen Yu, “Singapore industry Needs Stronger Codes of 
Conduct as Consumer Data Gains Value,” ZDNet, March 17, 
2018, www.zdnet.com/article/singapore-industry-needs-
stronger-codes-of-conduct-as-consumer-data-gains-value. 

108 Ibid.

109 Ibid.

110 “Trusted Data Sharing Framework,” Infocomm Media 
Development Authority of Singapore and Personal Data 
Protection Commission, 2019, www.imda.gov.sg/-/media/
Imda/Files/Programme/Data-Collaborative-Programme/
Trusted-Data-Sharing-Framework.pdf. 

111 “Data Sharing Handbook: For Banks and non-Bank 
Data Ecosystem Partners,” The Association of Banks in 
Singapore, August 30, 2021, https://abs.org.sg/docs/library/
data-sharing-handbook-for-banks-and-non-bank-data-
ecosystem-partners.pdf. 

112 “Technology Risk Management Guidelines,” Monetary 
Authority of Singapore, January 2021, www.mas.gov.sg/-/ 
media/MAS/Regulations-and-Financial-Stability/Regulatory- 
and-Supervisory-Framework/Risk-Management/TRM-
Guidelines-18-January-2021.pdf. 

113 Sin Yee Koh, “Demystifying the MAS’ 2021 Technology Risk 
Management Guidelines,” Kroll, April 5, 2021, www.kroll.com/
en/insights/publications/financial-compliance-regulation/
mas-technology-risk-management-guidelines-2021. 

114 “Public Consultation on review of the Personal Data 
Protection Act 2012 – Proposed Data Portability and 
Data Innovation Provisions,” Personal Data Protection 
Commission Singapore, May 22, 2019, www.pdpc.gov.sg/-/
media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/
PDPC-Public-Consultation-Paper-on-Data-Portability-and-
Data-Innovation-Provisions-(220519).pdf. 

115 Choo Yun Ting, “Nature Society Fined $14,000 for Personal 
Protection Breaches,” The Straits Times, January 18, 2022, 
www.straitstimes.com/tech/tech-news/nature-society-
fined-14000-for-personal-data-protection-breaches. 

116 “Singapore: PDPC Fines Yoshi Mobile SGD 21,000 for 
Break of Consent and Purpose Limitation Provisions,” 
DataGuidance, March 11, 2022, www.dataguidance.com/
news/singapore-pdpc-fines-yoshi-mobile-sgd-21 
000-breach. 

https://www.bain.com/globalassets/noindex/2021/e_conomy_sea_2021_report.pdf
https://www.bain.com/globalassets/noindex/2021/e_conomy_sea_2021_report.pdf
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore
https://news.microsoft.com/en-sg/2018/02/21/digital-transformation-contribute-us10-billion-singapore
https://www.digitalcentre.technology/wp-content/uploads/2020/03/Digital-Capitals-Singapore-2020.pdf
https://www.digitalcentre.technology/wp-content/uploads/2020/03/Digital-Capitals-Singapore-2020.pdf
https://www.csc.gov.sg/articles/using-data-to-create-better-government
https://www.csc.gov.sg/articles/using-data-to-create-better-government
https://www.csc.gov.sg/articles/data-science-in-public-policy---the-new-revolution
https://www.csc.gov.sg/articles/data-science-in-public-policy---the-new-revolution
https://www.smartnation.gov.sg/resources/open-data
https://www.developer.tech.gov.sg/products/categories/digital-identity/myinfo/overview.html.
https://www.developer.tech.gov.sg/products/categories/digital-identity/myinfo/overview.html.
https://opengovasia.com/myinfo-developer-partner-portal-launched-by-govtech-for-developers-and-busin
https://opengovasia.com/myinfo-developer-partner-portal-launched-by-govtech-for-developers-and-busin
https://opengovasia.com/myinfo-developer-partner-portal-launched-by-govtech-for-developers-and-busin
https://www.csoonline.com/article/3532816/the-biggest-data-breaches-in-southeast-asia.html
https://www.csoonline.com/article/3532816/the-biggest-data-breaches-in-southeast-asia.html
https://ph.news.yahoo.com/comment-singapore-data-breach-damage-banks-health-034851447.html
https://ph.news.yahoo.com/comment-singapore-data-breach-damage-banks-health-034851447.html
https://ph.news.yahoo.com/comment-singapore-data-breach-damage-banks-health-034851447.html
https://www.zdnet.com/article/singapore-industry-needs-stronger-codes-of-conduct-as-consumer-data-gains-value/
https://www.zdnet.com/article/singapore-industry-needs-stronger-codes-of-conduct-as-consumer-data-gains-value/
https://www.imda.gov.sg/-/media/Imda/Files/Programme/Data-Collaborative-Programme/Trusted-Data-Shari
https://www.imda.gov.sg/-/media/Imda/Files/Programme/Data-Collaborative-Programme/Trusted-Data-Shari
https://www.imda.gov.sg/-/media/Imda/Files/Programme/Data-Collaborative-Programme/Trusted-Data-Shari
https://abs.org.sg/docs/library/data-sharing-handbook-for-banks-and-non-bank-data-ecosystem-partners
https://abs.org.sg/docs/library/data-sharing-handbook-for-banks-and-non-bank-data-ecosystem-partners
https://abs.org.sg/docs/library/data-sharing-handbook-for-banks-and-non-bank-data-ecosystem-partners
https://www.mas.gov.sg/-/media/MAS/Regulations-and-Financial-Stability/Regulatory-and-Supervisory-Fr
https://www.mas.gov.sg/-/media/MAS/Regulations-and-Financial-Stability/Regulatory-and-Supervisory-Fr
https://www.mas.gov.sg/-/media/MAS/Regulations-and-Financial-Stability/Regulatory-and-Supervisory-Fr
https://www.mas.gov.sg/-/media/MAS/Regulations-and-Financial-Stability/Regulatory-and-Supervisory-Fr
http://www.kroll.com/en/insights/publications/financial-compliance-regulation/mas-technology-risk-management-guidelines-2021
http://www.kroll.com/en/insights/publications/financial-compliance-regulation/mas-technology-risk-management-guidelines-2021
http://www.kroll.com/en/insights/publications/financial-compliance-regulation/mas-technology-risk-management-guidelines-2021
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/PDPC-Public-Consulta
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/PDPC-Public-Consulta
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/PDPC-Public-Consulta
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/PDPC-Public-Consulta
http://www.straitstimes.com/tech/tech-news/nature-society-fined-14000-for-personal-data-protection-breaches
http://www.straitstimes.com/tech/tech-news/nature-society-fined-14000-for-personal-data-protection-breaches
https://www.dataguidance.com/news/singapore-pdpc-fines-yoshi-mobile-sgd-21000-breach
https://www.dataguidance.com/news/singapore-pdpc-fines-yoshi-mobile-sgd-21000-breach
https://www.dataguidance.com/news/singapore-pdpc-fines-yoshi-mobile-sgd-21000-breach


1 5 4 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

117 Andreas Illmer, “Singapore Reveals Covid Privacy  
Data Available to Police,” BBC News, January 5, 2021,  
www.bbc.com/news/world-asia-55541001; Kirsten Han,  
“In Singapore, Covid vs privacy is no contest,” Lowy Institute, 
The Interpreter, April 7, 2021, www.lowyinstitute.org/ 
the-interpreter/singapore-covid-vs-privacy-no-contest. 

118 Sebastian Strangio, “Singapore Backtracks on COVID-19 
Tracking App Privacy Pledge,” The Diplomat, January 7, 2021, 
https://thediplomat.com/2021/01/singapore-backtracks-on-
covid-19-tracking-app-privacy-pledge. 

119 Matthew Mohan, “Singapore Police Force can obtain 
TraceTogether data for criminal investigations: Desmond 
Tan,” CNA, January 4, 2021, www.channelnewsasia.com/
singapore/singapore-police-force-can-obtain-tracetogether-
data-covid-19-384316; Han, “In Singapore, Covid vs privacy 
is no contest.” 

120 Mohan, “Singapore Police Force can obtain TraceTogether 
data for criminal investigations: Desmond Tan.” 

121 Navene Elangovan and Tan Yin Lin, “Some TraceTogether 
users upset with Govt’s revelation on police access  
to data, say they’ll use it less,” Today, January 7, 2021,  
www.todayonline.com/singapore/some-tracetogether- 
users-upset-govts-revelation-police-access-data-say- 
theyll-use-it-less. 

122 Kirsten Han, “Singapore is Trying to Forget Migrant  
Workers are People,” Foreign Policy, May 6, 2020,  
https://foreignpolicy.com/2020/05/06/singapore-
coronavirus-pandemic-migrant-workers. 

123 Teo Yi-Ling and Muhammad Faizal Abdul Rahman, 
“Someone to Watch Over Me: Trusting Surveillance in 
Singapore’s ‘Smart Nation’,” The Diplomat, January 26, 2021, 
https://thediplomat.com/2021/01/someone-to-watch-over-
me-trusting-surveillance-in-singapores-smart-nation. 

124 Ibid.

125 Stakeholder consultation.

126 Stakeholder consultation.

127 Harisan Unais-Nasir and Kershia Tan Wei, “Big Data, Big 
Problems: How Should Singapore Approach the Privacy 
Challenge of Big Data Research?,” ScholarBank@NUS 
Repository 1–17, March 1, 2018, https://doi.org/10.25818/ 
nf91-gjrk. 

128 Stakeholder consultation. 

129 Paul Bischoff, “Data privacy laws & government surveillance 
by country: Which countries best protect their citizens?,” 
Comparitech, October 15, 2019, www.comparitech.com/blog/
vpn-privacy/surveillance-states. 

130 Hallam Stevens, “Open data, closed government: Unpacking 
data.gov.sg,” March 5, 2019, https://firstmonday.org/ojs/
index.php/fm/article/view/9851/7746. 

131 Ibid. 

132 Stakeholder consultation. 

133 “25 Singapore Together Alliances for Action and Updates,” 
SG Together, 2021, www.mccy.gov.sg/about-us/news-
and-resources/press-statements/2021/jun/-/media/
F02F66B4152E4C4E81175D0F7E9E2981.ashx. 

134 Davina Tham, “’Steady progress’ in 25 Alliances for Action 
launched under Singapore Together movement over past 
year,” CNA, June 26, 2021, www.channelnewsasia.com/
singapore/alliances-for-action-singapore-together-steady-
progress-1939981. 

135 Personal Data Protection Act B.E. 2562 2019 [Unofficial 
Translation], May 27, 2019, available at https://thainetizen.
org/wp-content/uploads/2019/11/thailand-personal-data-
protection-act-2019-en.pdf. 

136 “General Data Protection Regulation,” Regulation (EU) 
2016/679 of the European Parliament and of the Council,” 
April 27, 2016.

137 Kowit Somwaiya and Paramee Kerativitayanan, “Thailand’s 
Cyber Security Act and Personal Data Protection Act 
Passed,” Law Plus, March 11, 2019, www.lawplusltd.com/ 
2019/03/thailands-cyber-security-act-personal-data-
protection-act-passed/#:~:text=PDPA%20is%20the%20
first%20specific,regulate%20compliance%20with%20
the%20PDPA.

138 Ibid.

139 Ibid. 

140 Stakeholder consultation. 

141 “Personal Data Protection and Cybersecurity Laws to 
Encourage Thailand’s Digital Transformation,” Tilleke & 
Gibbins, February 11, 2021, www.tilleke.com/insights/
personal-data-protection-and-cybersecurity-laws-to-
encourage-thailands-digital-transformation. 

142 Ibid. 

143 Ibid. 

https://www.bbc.com/news/world-asia-55541001
https://www.lowyinstitute.org/the-interpreter/singapore-covid-vs-privacy-no-contest
https://www.lowyinstitute.org/the-interpreter/singapore-covid-vs-privacy-no-contest
https://thediplomat.com/2021/01/singapore-backtracks-on-covid-19-tracking-app-privacy-pledge
https://thediplomat.com/2021/01/singapore-backtracks-on-covid-19-tracking-app-privacy-pledge
http://www.channelnewsasia.com/singapore/singapore-police-force-can-obtain-tracetogether-data-covid-19-384316
http://www.channelnewsasia.com/singapore/singapore-police-force-can-obtain-tracetogether-data-covid-19-384316
http://www.channelnewsasia.com/singapore/singapore-police-force-can-obtain-tracetogether-data-covid-19-384316
https://www.todayonline.com/singapore/some-tracetogether-users-upset-govts-revelation-police-access-data-say-theyll-use-it-less
https://www.todayonline.com/singapore/some-tracetogether-users-upset-govts-revelation-police-access-data-say-theyll-use-it-less
https://www.todayonline.com/singapore/some-tracetogether-users-upset-govts-revelation-police-access-data-say-theyll-use-it-less
https://foreignpolicy.com/2020/05/06/singapore-coronavirus-pandemic-migrant-workers
https://foreignpolicy.com/2020/05/06/singapore-coronavirus-pandemic-migrant-workers
https://thediplomat.com/2021/01/someone-to-watch-over-me-trusting-surveillance-in-singapores-smart-n
https://thediplomat.com/2021/01/someone-to-watch-over-me-trusting-surveillance-in-singapores-smart-n
https://doi.org/10.25818/nf91-gjrk
https://doi.org/10.25818/nf91-gjrk
https://www.comparitech.com/blog/vpn-privacy/surveillance-states
https://www.comparitech.com/blog/vpn-privacy/surveillance-states
https://firstmonday.org/ojs/index.php/fm/article/view/9851/7746
https://firstmonday.org/ojs/index.php/fm/article/view/9851/7746
http://www.mccy.gov.sg/about-us/news-and-resources/press-statements/2021/jun/-/media/F02F66B4152E4C4E81175D0F7E9E2981.ashx
http://www.mccy.gov.sg/about-us/news-and-resources/press-statements/2021/jun/-/media/F02F66B4152E4C4E81175D0F7E9E2981.ashx
http://www.mccy.gov.sg/about-us/news-and-resources/press-statements/2021/jun/-/media/F02F66B4152E4C4E81175D0F7E9E2981.ashx
https://www.channelnewsasia.com/singapore/alliances-for-action-singapore-together-steady-progress-1939981
https://www.channelnewsasia.com/singapore/alliances-for-action-singapore-together-steady-progress-1939981
https://www.channelnewsasia.com/singapore/alliances-for-action-singapore-together-steady-progress-1939981
https://thainetizen.org/wp-content/uploads/2019/11/thailand-personal-data-protection-act-2019-en.pdf
https://thainetizen.org/wp-content/uploads/2019/11/thailand-personal-data-protection-act-2019-en.pdf
https://thainetizen.org/wp-content/uploads/2019/11/thailand-personal-data-protection-act-2019-en.pdf
https://www.lawplusltd.com/2019/03/thailands-cyber-security-act-personal-data-protection-act-passed/
https://www.lawplusltd.com/2019/03/thailands-cyber-security-act-personal-data-protection-act-passed/
https://www.lawplusltd.com/2019/03/thailands-cyber-security-act-personal-data-protection-act-passed/
https://www.lawplusltd.com/2019/03/thailands-cyber-security-act-personal-data-protection-act-passed/
https://www.lawplusltd.com/2019/03/thailands-cyber-security-act-personal-data-protection-act-passed/
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thaila
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thaila
https://www.tilleke.com/insights/personal-data-protection-and-cybersecurity-laws-to-encourage-thaila


1 5 5ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

144 “Digital, Creative, and Startup Ecosystem,” Thailand Board of 
Investment, September 2019, www.boi.go.th/upload/content/
BOI_Digital_Economy_Brochure.pdf. 

145 “Data Center and Cloud Service in Thailand,” Thailand 
Board of Investment, accessed June 5, 2022, www.boi.go.th/
upload/content/DataCenterANdCloudService.pdf. 

146 Panithan Onthaworn, “Thai economy contracts in the third 
quarter due to pandemic effects,” Thai Enquirer, November 
15, 2021, www.thaienquirer.com/34980/thai-economy-
contracts-in-the-third-quarter-due-to-pandemic-effects. 

147 “Thailand’s digital economy likely to account for 30% 
of GDP by 2030: DES minister,” The Nation Thailand, 
November 17, 2021, www.nationthailand.com/blogs/in-
focus/40008944. 

148 Suchit Leesa-Nguansuk, “Trillion baht online  
economy in sight,” Bangkok Post, November 15, 2021,  
www.bangkokpost.com/tech/2215395/trillion-baht- 
online-economy-in-sight. 

149 “Digitalizing Thailand,” Reuters Plus, accessed June 5, 2022, 
www.reuters.com/brandfeatures/thailand-advancing-into-
the-future/digitalizing-thailand. 

150 “Thailand 4.0,” Royal Thai Embassy, Washington 
D.C., accessed June 5, 2022, https://thaiembdc.org/
thailand-4-0-2. 

151 Bonggot Anuroj, “Thailand 4.0 – a new value-based 
economy,” Thailand Board of Investment, accessed 
June 5, 2022, www.boi.go.th/upload/content/Thailand,%20
Taking%20off%20to%20new%20heights%20@%20
belgium_5ab4f8113a385.pdf. 

152 “Thailand Data Center Market – Investment Analysis and 
Growth Opportunities 2021–2026,” Research and Markets, 
June 2021, www.researchandmarkets.com/reports/5336105/
thailand-data-center-market-investment-analysis?utm_
source=BW&utm_medium=PressRelease&utm_code= 
d6nbcp&utm_campaign=1551593+-+Thailand+Data+ 
Center+Market+Investment+Analysis+and+Growth+ 
Opportunities+Report+2021-2026&utm_exec=chdo54prd. 

153 Stakeholder consultation. 

154 Stakeholder consultation.

155 Stakeholder consultation.

156 “Most companies are aware of PDPA requirements but 
aren’t yet ready for its enforcement,” PwC Thailand, 2020, 
www.pwc.com/th/en/tax/personal-data-protection-act/
most-companies-are-aware-of-pdpa-requirements.html. 

157 Ibid. 

158 “ยินดีต้อนรบั – Open Government Data of Thailand.” 
Data.go.th, Accessed June 6, 2022, https://data.go.th. 

159 Komsan Tortermvasana, “Big data panel to direct country’s 
digital transformation,” Bangkok Post, March 1, 2018,  
www.bangkokpost.com/business/1420115/big-data-panel-
to-direct-countrys-digital-transition. 

160 Ibid. 

161 Wen Chuan Tan, “How Thailand is using big data to power 
the government,” Tech in Asia News, October 18, 2018,  
www.techinasia.com/thailand-big-data-government. 

162 Komsan Tortermvasana, “Public records online by 2021,” 
Bangkok Post, March 28, 2017, www.bangkokpost.com/
business/1222574/public-records-online-by-2021. 

163 OECD, “Promoting open government data in Thailand,” in 
Open and Connected Government Review of Thailand, OECD, 
February 17, 2022, www.oecd-ilibrary.org/sites/90d0ec9a-
en/index.html?itemId=/content/component/90d0ec9a-en. 

164  R. Lerdsuwansri, P. Sangnawakij, D. Bohning, D. Sansillapin, 
W. Chaifoo, Johnathan A. Polonsky, and Victor J. Del Rio 
Vilas, “Sensitivity of contact-tracing for COVID-19 in 
Thailand: a capture-recapture application,” BCM Infectious 
Diseases 22, article no. 101 (2022), https://doi.org/10.1186/
s12879-022-07046-6. 

165 Kevin Shepherdson, “How intrusive are contact-tracing  
apps in ASEAN?,” Tech in Asia News, June 23, 2020,  
www.techinasia.com/intrusive-asean-contacttracing-apps. 

166 “Contact tracing apps in Thailand: a new world for  
data privacy,” Norton Rose Fulbright, May 11, 2020,  
www.nortonrosefulbright.com/-/media/files/nrf/
nrfweb/contact-tracing/thailand-contact-tracing.
pdf?revision=8e2d0a90-8ff1-4e18-9fc5-ab8a3840f145. 

167 Ibid. 

168 Ibid. 

169 Kevin Shepherdson and Lyn Boxall, “A Comparative  
Review of Contact Tracing Apps in ASEAN Countries,”  
Data Protection Excellence Network, June 2, 2020,  
www.dpexnetwork.org/articles/comparative-review- 
contact-tracing-apps-asean-countries. 

170 “Thailand: Key Findings,” DigitalReach, February 18, 2021, 
https://digitalreach.asia/digital-contact-tracing-thailand.

171 Ibid. 

https://www.boi.go.th/upload/content/BOI_Digital_Economy_Brochure.pdf.
https://www.boi.go.th/upload/content/BOI_Digital_Economy_Brochure.pdf.
https://www.boi.go.th/upload/content/DataCenterANdCloudService.pdf
https://www.boi.go.th/upload/content/DataCenterANdCloudService.pdf
https://www.thaienquirer.com/34980/thai-economy-contracts-in-the-third-quarter-due-to-pandemic-effects/
https://www.thaienquirer.com/34980/thai-economy-contracts-in-the-third-quarter-due-to-pandemic-effects/
https://www.nationthailand.com/blogs/in-focus/40008944
https://www.nationthailand.com/blogs/in-focus/40008944
https://www.bangkokpost.com/tech/2215395/trillion-baht-online-economy-in-sight
https://www.bangkokpost.com/tech/2215395/trillion-baht-online-economy-in-sight
https://www.reuters.com/brandfeatures/thailand-advancing-into-the-future/digitalizing-thailand
https://www.reuters.com/brandfeatures/thailand-advancing-into-the-future/digitalizing-thailand
https://thaiembdc.org/thailand-4-0-2/
https://thaiembdc.org/thailand-4-0-2/
https://www.boi.go.th/upload/content/Thailand,%20Taking%20off%20to%20new%20heights%20@%20belgium_5ab
https://www.boi.go.th/upload/content/Thailand,%20Taking%20off%20to%20new%20heights%20@%20belgium_5ab
https://www.boi.go.th/upload/content/Thailand,%20Taking%20off%20to%20new%20heights%20@%20belgium_5ab
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
https://www.researchandmarkets.com/reports/5336105/thailand-data-center-market-investment-analysis?u
http://www.pwc.com/th/en/tax/personal-data-protection-act/most-companies-are-aware-of-pdpa-requirements.html
http://www.pwc.com/th/en/tax/personal-data-protection-act/most-companies-are-aware-of-pdpa-requirements.html
https://data.go.th/
https://www.bangkokpost.com/business/1420115/big-data-panel-to-direct-countrys-digital-transition
https://www.bangkokpost.com/business/1420115/big-data-panel-to-direct-countrys-digital-transition
https://www.techinasia.com/thailand-big-data-government
https://www.bangkokpost.com/business/1222574/public-records-online-by-2021
https://www.bangkokpost.com/business/1222574/public-records-online-by-2021
https://www.oecd-ilibrary.org/sites/90d0ec9a-en/index.html?itemId=/content/component/90d0ec9a-en
https://www.oecd-ilibrary.org/sites/90d0ec9a-en/index.html?itemId=/content/component/90d0ec9a-en
https://doi.org/10.1186/s12879-022-07046-6
https://doi.org/10.1186/s12879-022-07046-6
https://www.techinasia.com/intrusive-asean-contacttracing-apps
https://www.nortonrosefulbright.com/-/media/files/nrf/nrfweb/contact-tracing/thailand-contact-tracin
https://www.nortonrosefulbright.com/-/media/files/nrf/nrfweb/contact-tracing/thailand-contact-tracin
https://www.nortonrosefulbright.com/-/media/files/nrf/nrfweb/contact-tracing/thailand-contact-tracin
https://www.dpexnetwork.org/articles/comparative-review-contact-tracing-apps-asean-countries
https://www.dpexnetwork.org/articles/comparative-review-contact-tracing-apps-asean-countries
https://digitalreach.asia/digital-contact-tracing-thailand


1 5 6 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

172 Stakeholder consultation. 

173 Stakeholder consultation. 

174 Stakeholder consultation. 

175 Stakeholder consultation. 

176 Stakeholder consultation. 

177 Stakeholder consultation. 

178 Alexis Kateifides et al., “Comparing privacy laws: GDPR 
v. Thai Personal Protection Act,” OneTrust DataGuidance, 
December 18, 2019, www.dataguidance.com/sites/default/
files/gdpr_v_thailand_updated.pdf. 

179 Alexis Kateifides et al., “Comparing privacy laws: GDPR 
v. Thai Personal Protection Act,” 5.

180 Patpicha Tanakasempipat, “Thailand passes internet 
security law decried as ‘cyber martial law’,” Reuters, 
February 28, 2019, www.reuters.com/article/us-thailand-
cyber/thailand-passes-internet-security-law-decried-as-
cyber-martial-law-idUSKCN1QH1OB. 

181 Ibid. 

182 Ibid. 

183 UNESCO Office Bangkok and Regional Bureau for 
Education in Asia and the Pacific, “Assessing internet 
development in Thailand: using UNESCO’s Internet 
Universality ROAM-X Indicators,” UNESCO Digital 
Library, 2021, 6, https://unesdoc.unesco.org/ark:/48223/
pf0000380351.

184 Nithin Coca, “Surveillance of minority Muslims in 
southern Thailand is powered by Chinese-style tech,” 
Coda, June 30, 2020, www.codastory.com/authoritarian-
tech/surveillance-muslims-thailand.

185 Ibid. 

186 Stakeholder consultation. 

187 Rebecca L. Root, “While aid focuses on refugees,  
Thailand’s hill tribes are forgotten,” Devex, April 20, 2022,  
www.devex.com/news/while-aid-focuses-on-refugees-
thailand-s-hill-tribes-are-forgotten-102869. 

188 “Indigenous Data Sovereignty: of the people, by the people, 
for the people. Experiences from the Mekong,” Open 
Development Mekong, July 12, 2019, https://medium.com/
opendevelopmentmekong/mekong-indigenous-data-
sovereignty-of-the-people-by-the-people-for-the-people-
8f54a2b0444f. 

189 Ibid. 

190 “Alternative Report on Thailand’s Implementation in 
Compliance with the Convention on the Elimination of 
All Forms of Discrimination against Women (CEDAW) 
by the National Human Rights Commission of Thailand,” 
Protection International, July 5, 2017, 3, https://tbinternet.
ohchr.org/Treaties/CEDAW/Shared%20Documents/THA/
INT_CEDAW_IFN_THA_27198_E.pdf.

191 “Thailand’s Gender Equality Act Five Years On,” Thai 
Enquirer, December 29, 2020, www.thaienquirer.com/22048/
thailands-gender-equality-act-five-years-on. 

192 “People Can’t Be Fit into Boxes: Thailand’s need for legal 
gender recognition,” Human Rights Watch, December 2021, 
www.hrw.org/sites/default/files/media_2021/12/thailand 
1221_web.pdf. 

193 Ibid. 

194 “Sustainable Development Goals,” Open 
Development Thailand, July 9, 2018, https://thailand.
opendevelopmentmekong.net/topics/sustainable-
development-goals. 

195 “Thailand’s Voluntary National Review on the 
Implementation of the 2030 Agenda for Sustainable 
Development,” Sustainable Development United Nations, 
June 2017, 70, https://sustainabledevelopment.un.org/
content/documents/16147Thailand.pdf. 

196 “Draft Decree: Provisions on Protection of Personal Data 
[Dự thảo Nghị định quy định về bảo vệ dữ liệu cá nhân],” 
Vietnam Ministry of Public Security, February 9, 2021, 
https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-
tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-
nhan-465185.aspx. 

197 Manh-Hung Tran, “Vietnam: Data Privacy Rules – from 
a Draft Decree to a full Data Privacy Law,” Baker Mckenzie, 
February 28, 2022, https://viewpoints.bakermckenzie.com/
post/102hjhj/vietnam-data-privacy-rules-from-a-draft-
decree-to-a-full-data-privacy-law. 

198 “Joint Industry Comments on May 24 Revised Draft Law on 
Cybersecurity,” US-ASEAN Business Council, Asia Internet 
Coalition, BSA | The Software Alliance, Japan Electronics 
and Information Technology Industries Association and 
Information Technology Industry Council, May 28, 2018, 
www.bsa.org/sites/default/files/2019-03/06052018VNJointIn
dustrySubmissiondraftCybersecLaw.pdf. 

199 “Law on Cybersecurity,” National Assembly, June 12, 2018, 
www.economica.vn/Content/files/LAW%20%26%20REG/
Law%20on%20Cyber%20Security%202018.pdf. 

https://www.dataguidance.com/sites/default/files/gdpr_v_thailand_updated.pdf
https://www.dataguidance.com/sites/default/files/gdpr_v_thailand_updated.pdf
http://www.reuters.com/article/us-thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSKCN1QH1OB
http://www.reuters.com/article/us-thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSKCN1QH1OB
http://www.reuters.com/article/us-thailand-cyber/thailand-passes-internet-security-law-decried-as-cyber-martial-law-idUSKCN1QH1OB
https://unesdoc.unesco.org/ark:/48223/pf0000380351
https://unesdoc.unesco.org/ark:/48223/pf0000380351
https://www.codastory.com/authoritarian-tech/surveillance-muslims-thailand
https://www.codastory.com/authoritarian-tech/surveillance-muslims-thailand
https://www.devex.com/news/while-aid-focuses-on-refugees-thailand-s-hill-tribes-are-forgotten-102869
https://www.devex.com/news/while-aid-focuses-on-refugees-thailand-s-hill-tribes-are-forgotten-102869
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://medium.com/opendevelopmentmekong/mekong-indigenous-data-sovereignty-of-the-people-by-the-people-for-the-people-8f54a2b0444f
https://tbinternet.ohchr.org/Treaties/CEDAW/Shared%20Documents/THA/INT_CEDAW_IFN_THA_27198_E.pdf
https://tbinternet.ohchr.org/Treaties/CEDAW/Shared%20Documents/THA/INT_CEDAW_IFN_THA_27198_E.pdf
https://tbinternet.ohchr.org/Treaties/CEDAW/Shared%20Documents/THA/INT_CEDAW_IFN_THA_27198_E.pdf
https://www.thaienquirer.com/22048/thailands-gender-equality-act-five-years-on
https://www.thaienquirer.com/22048/thailands-gender-equality-act-five-years-on
https://www.hrw.org/sites/default/files/media_2021/12/thailand1221_web.pdf
https://www.hrw.org/sites/default/files/media_2021/12/thailand1221_web.pdf
https://thailand.opendevelopmentmekong.net/topics/sustainable-development-goals
https://thailand.opendevelopmentmekong.net/topics/sustainable-development-goals
https://thailand.opendevelopmentmekong.net/topics/sustainable-development-goals
https://sustainabledevelopment.un.org/content/documents/16147Thailand.pdf
https://sustainabledevelopment.un.org/content/documents/16147Thailand.pdf
https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-nhan-465185.aspx
https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-nhan-465185.aspx
https://thuvienphapluat.vn/van-ban/Cong-nghe-thong-tin/Du-thao-Nghi-dinh-quy-dinh-ve-bao-ve-du-lieu-ca-nhan-465185.aspx
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
http://www.bsa.org/sites/default/files/2019-03/06052018VNJointIndustrySubmissiondraftCybersecLaw.pdf
http://www.bsa.org/sites/default/files/2019-03/06052018VNJointIndustrySubmissiondraftCybersecLaw.pdf
https://www.economica.vn/Content/files/LAW%20%26%20REG/Law%20on%20Cyber%20Security%202018.pdf
https://www.economica.vn/Content/files/LAW%20%26%20REG/Law%20on%20Cyber%20Security%202018.pdf


1 5 7ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

200 “Decision No. 06/QD-TTg 2022 the application  
of data on population for national digital transformation  
2022–2025,” Ministry of Public Security, January 6, 2022,  
https://english.luatvietnam.vn/decision-no-06-qd-ttg-
dated-january-06-2022-of-the-prime-minister-approving-
the-scheme-on-developing-the-application-of-data-on-
population-identifi-215370-Doc1.html; Manh-Hung Tran, 
“Vietnam: Data Privacy Rules – from a Draft Decree to 
a full Data Privacy Law,” Baker McKenzie, February 28, 
2022, https://viewpoints.bakermckenzie.com/post/102hjhj/
vietnam-data-privacy-rules-from-a-draft-decree-to-a-full-
data-privacy-law. 

201 Aadarsh Baijal et al., “e-Conomy SEA 2021: Vietnam,”  
Bain & Company, Google and Temasek, November 10, 2021,  
https://services.google.com/fh/files/misc/Viet Nam_e_
conomy_sea_2021_report.pdf. 

202 “Three scenarios to help digital economy breakthrough by 
2025,” VietnamPlus, January 19, 2022, https://en.vietnamplus.
vn/three-scenarios-to-help-digital-economy-make-
breakthrough-by-2025/220950.vnp. 

203 See, e.g., Alicia Cameron et al., “Vietnam’s future digital 
economy – Towards 2030 and 2045,” Commonwealth 
Scientific and Industrial Research Organisation, 2019, 
https://research.csiro.au/aus4innovation/wp-content/
uploads/sites/294/2020/07/18-00566_DATA61_REPORT_
Viet NamsFutureDigitalEconomy2040_ENGLISH_
WEB_190528.pdf, 37. 

204 See, e.g., Manh-Hung Tran, “Vietnam: Update on Data 
Localization Requirement & Cross-border Data Flow,” 
Baker McKenzie, March 15, 2022, https://viewpoints.
bakermckenzie.com/post/102hkor/Viet Nam-update-on-
data-localization-requirement-cross-border-data-flow. 

205 “BSA Comments on Draft Decree on Sanctions against 
Violations in the Field of Cybersecurity,” BSA | The Software 
Alliance, November 18, 2021, www.bsa.org/files/policy-
filings/en11182021adminviocybersec.pdf. 

206 See, e.g., Manh-Hung Tran, “Data localization  
requirements in Vietnam,” Baker McKenzie, July 26, 2021,  
https://insightplus.bakermckenzie.com/bm/attachment_dw. 
action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFC 
t8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRb 
ANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4% 
3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY 
4beLEAec2Cztd8h1S8%3D&fromContentView=1;  
Manh-Hung Tran, “Vietnam: Update on Data Localization  
Requirement & Cross-border Data Flow,” Baker McKenzie,  
March 15, 2022, https://viewpoints.bakermckenzie.com/
post/102h4y0/Viet Nam-data-localization-requirements; 
“Data Protection Laws of the World: Vietnam,” DLA Piper,  
January 10, 2022, www.dlapiperdataprotection.com/index.
html?t=transfer&c=VN. 

207 “Vietnam Issues New Draft Decree on Personal  
Data Protection,” Tilleke & Gibbins, February 25, 2021,  
www.tilleke.com/insights/Viet Nam-issues-new-draft-
decree-on-personal-data-protection. 

208 Do Lap Hien, “E-Government Policy of Vietnam” (paper 
presented at the 3rd Asia-Pacific Regional Forums on 
Smart Cities and e-Government 2017, Bangkok, Thailand, 
September 2017), https://www.itu.int/en/ITU-D/Regional-
Presence/AsiaPacific/Documents/Events/2017/Sep-
SCEG2017/SESSION-2_Viet Nam_Mr_Lap_Hien_Do.pdf. 

209 “Data Collection Survey On E-Government In Vietnam,” 
Japan International Cooperation Agency (JICA) Fujitsu 
Research Institute, June 2019, https://openjicareport.jica.
go.jp/pdf/12345229.pdf. 

210 “Decision No. 942/QD-TTg 2021 the e-Government 
development strategy in 2021–2025,” Ministry of Information 
and Communications, June 15, 2021, https://english.luatViet 
Nam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-
government-approving-the-e-government-development-
strategy-towards-the-digital-government-in-the-20-203675-
Doc1.html. 

211 “UN E-Government Knowledgebase: Viet Nam,” United 
Nations Department of Economic and Social Affairs, 
accessed May 23, 2022, https://publicadministration.un.org/
egovkb/en-us/Data/Country-Information/id/189-Viet-Nam. 

https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://english.luatvietnam.vn/decision-no-06-qd-ttg-dated-january-06-2022-of-the-prime-minister-approving-the-scheme-on-developing-the-application-of-data-on-population-identifi-215370-Doc1.html
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
https://viewpoints.bakermckenzie.com/post/102hjhj/vietnam-data-privacy-rules-from-a-draft-decree-to-
https://services.google.com/fh/files/misc/Viet Nam_e_conomy_sea_2021_report.pdf
https://services.google.com/fh/files/misc/Viet Nam_e_conomy_sea_2021_report.pdf
https://en.vietnamplus.vn/three-scenarios-to-help-digital-economy-make-breakthrough-by-2025/220950.vnp
https://en.vietnamplus.vn/three-scenarios-to-help-digital-economy-make-breakthrough-by-2025/220950.vnp
https://en.vietnamplus.vn/three-scenarios-to-help-digital-economy-make-breakthrough-by-2025/220950.vnp
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://viewpoints.bakermckenzie.com/post/102hkor/Viet Nam-update-on-data-localization-requirement-c
https://viewpoints.bakermckenzie.com/post/102hkor/Viet Nam-update-on-data-localization-requirement-c
https://viewpoints.bakermckenzie.com/post/102hkor/Viet Nam-update-on-data-localization-requirement-c
https://www.bsa.org/files/policy-filings/en11182021adminviocybersec.pdf
https://www.bsa.org/files/policy-filings/en11182021adminviocybersec.pdf
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAVfnLVn2ghRGF7uNSXs78tV&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAec2Cztd8h1S8%3D&fromContentView=1
https://viewpoints.bakermckenzie.com/post/102h4y0/Viet Nam-data-localization-requirements
https://viewpoints.bakermckenzie.com/post/102h4y0/Viet Nam-data-localization-requirements
http://www.dlapiperdataprotection.com/index.html?t=transfer&c=VN
http://www.dlapiperdataprotection.com/index.html?t=transfer&c=VN
https://www.tilleke.com/insights/Viet Nam-issues-new-draft-decree-on-personal-data-protection
https://www.tilleke.com/insights/Viet Nam-issues-new-draft-decree-on-personal-data-protection
https://www.itu.int/en/ITU-D/Regional-Presence/AsiaPacific/Documents/Events/2017/Sep-SCEG2017/SESSION-2_Viet Nam_Mr_Lap_Hien_Do.pdf
https://www.itu.int/en/ITU-D/Regional-Presence/AsiaPacific/Documents/Events/2017/Sep-SCEG2017/SESSION-2_Viet Nam_Mr_Lap_Hien_Do.pdf
https://www.itu.int/en/ITU-D/Regional-Presence/AsiaPacific/Documents/Events/2017/Sep-SCEG2017/SESSION-2_Viet Nam_Mr_Lap_Hien_Do.pdf
https://openjicareport.jica.go.jp/pdf/12345229.pdf
https://openjicareport.jica.go.jp/pdf/12345229.pdf
https://english.luatVietNam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.luatVietNam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.luatVietNam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.luatVietNam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://english.luatVietNam.vn/decision-no-942-qd-ttg-dated-june-15-2021-of-the-government-approving-the-e-government-development-strategy-towards-the-digital-government-in-the-20-203675-Doc1.html
https://publicadministration.un.org/egovkb/en-us/Data/Country-Information/id/189-Viet-Nam
https://publicadministration.un.org/egovkb/en-us/Data/Country-Information/id/189-Viet-Nam


1 5 8 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

212 Resolution No. 52-NQ/TW of the Central Committee on a 
number of guidelines and policies to actively participate 
in the Fourth Industrial Revolution, September 27, 2019; 
Resolution No. 50/NQ-CP promulgating Resolution No. 52-
NQ/TW, April 17, 2020; Decision No. 749/QD-TTg approving 
the national digital transformation program through 2025, 
with orientations toward 2030, June 3, 2020; in Decision No. 
2289/QD-TTg issuing the National Strategy on the Fourth 
Industrial Revolution to 2030, December 31, 2020; Resolution 
No. 136/NQ-CP on sustainable development, September 
25, 2020. See also, “Viet Nam issued its first e-government 
strategy towards digital government,” Ministry of Information 
and Communications, June 15, 2022, https://english.mic.gov.
vn/Pages/TinTuc/tinchitiet.aspx?tintucid=147615. 

213 Long V. Bui, “The Contribution of Digital Health in the 
Response to Covid-19 in Vietnam,” Front. Public Health 
9:672732 (2021), doi: 10.3389/fpubh.2021.672732. 

214 Kevin Shepherdson, “How intrusive are contact-tracing  
apps in ASEAN?” Tech in Asia, June 23, 2020,  
www.techinasia.com/intrusive-asean-contacttracing-apps. 

215 Patrick H. O’Neill, Tate Ryan-Mosley, and Bobbie Johnson, 
“A flood of coronavirus apps are tracking us. Now it’s time 
to keep track of them,” MIT Technology Review, May 7, 2020, 
www.technologyreview.com/2020/05/07/1000961/
launching-mittr-covid-tracing-tracker. 

216 “Bluezone electronic mask application surpasses  
100,000 users [Ứng dụng khẩu trang điện tử Bluezone  
vượt mốc 100.000 người dùng],” ICTNews, April 28, 2020,  
https://ictnews.VietNamnet.vn/cuoc-song-so/ung-dung-
khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-
dung-62780.html; “Bluezone COVID-19 tracing app records 
20 million downloads,” VOVWORLD, August 21, 2020, 
https://vovworld.vn/en-US/spotlight/bluezone-covid19-
tracing-app-records-20-million-downloads-894313.vov.

217 Dien Nguyen An Luong and Benjamin Hu, “Fighting 
Covid-19 in Vietnam: Striking a Delicate Balance Between 
Public Safety and Privacy,” ISEAS-Yusof Ishak Institute, 
August 21, 2020, www.iseas.edu.sg/media/commentaries/
fighting-covid-19-in-Viet Nam-striking-a-delicate-balance-
between-public-safety-and-privacy.

218 Sharon Seah et al., “The State of Southeast Asia 
2022 Survey Report,” ISEAS-Yusof Ishak Institute, 
February 16, 2022, www.iseas.edu.sg/wp-content/
uploads/2022/02/The-State-of-SEA-2022_FA_ 
Digital_FINAL.pdf. 

219 See, e.g., Alicia Cameron et al., “Vietnam’s future digital 
economy – Towards 2030 and 2045,” Commonwealth 
Scientific and Industrial Research Organisation, 2019, 
https://research.csiro.au/aus4innovation/wp-content/
uploads/sites/294/2020/07/18-00566_DATA61_REPORT_
VietnamsFutureDigitalEconomy2040_ENGLISH_
WEB_190528.pdf. 

220 Alicia Cameron et al., “Vietnam’s future digital economy – 
Towards 2030 and 2045,” Commonwealth Scientific  
and Industrial Research Organisation, 2019, 37,  
https://research.csiro.au/aus4innovation/wp-content/
uploads/sites/294/2020/07/18-00566_DATA61_REPORT_
VietnamsFutureDigitalEconomy2040_ENGLISH_
WEB_190528.pdf.

221 Stakeholder consultation.

222 Lien Hoang, “Big Tech warns Vietnam data rules risk 
‘damage’ to digital economy,” Nikkei Asia, November 17, 2021, 
https://asia.nikkei.com/business/technology/big-tech-
warns-vietnam-data-rules-risk-damage-to-digital-economy. 

223 “Vietnam’s cloud computing market worth $133 
million,” Ministry of Information and Communications, 
November 25, 2020, https://english.mic.gov.vn/Pages/
TinTuc/145516/Vietnam-s-cloud-computing-market-worth--
133-million.html. 

224 “CPTPP: Viet Nam’s commitments in some key areas,” 
Ministry of Industry and Trade, accessed May 23, 2022, 
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-
88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20
Nam%E2%80%99s%20commitments%20in%20some%20
key%20areas%20-%20EN%20.pdf. 

225 Eunice Lim, “Comments on Proposed Amendments to 
Draft Decree 72,” Global Data Alliance, December 30, 2021, 
https://globaldataalliance.org/wp-content/uploads/ 
2022/01/en123021gdacmtsdrfde72.pdf. 

226 “Enterprises,” General Statistics Office of Vietnam, 
accessed May 23, 2022, www.gso.gov.vn/en/enterprises. 

227 “Why digital transformation holds huge potential to grow 
Vietnam’s economy,” Vietnam Insider, January 25, 2022, 
https://VietNaminsider.vn/why-digital-transformation-holds-
huge-potential-to-grow-Viet Nams-economy. 

228 “Over 57.5 per cent of Vietnamese SMEs struggle 
with digital transformation: How can they cope with 
the challenge?,” Vietnam Investment Review, April 19, 2021,  
https://vir.com.vn/over-575-per-cent-of-Viet Namese-smes-
struggle-with-digital-transformation-how-can-they-cope-
with-the-challenge-83754.html. 

https://english.mic.gov.vn/Pages/TinTuc/tinchitiet.aspx?tintucid=147615
https://english.mic.gov.vn/Pages/TinTuc/tinchitiet.aspx?tintucid=147615
https://www.techinasia.com/intrusive-asean-contacttracing-apps
https://www.technologyreview.com/2020/05/07/1000961/launching-mittr-covid-tracing-tracker
https://www.technologyreview.com/2020/05/07/1000961/launching-mittr-covid-tracing-tracker
https://ictnews.VietNamnet.vn/cuoc-song-so/ung-dung-khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-dung-62780.html
https://ictnews.VietNamnet.vn/cuoc-song-so/ung-dung-khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-dung-62780.html
https://ictnews.VietNamnet.vn/cuoc-song-so/ung-dung-khau-trang-dien-tu-bluezone-vuot-moc-100-000-nguoi-dung-62780.html
https://vovworld.vn/en-US/spotlight/bluezone-covid19-tracing-app-records-20-million-downloads-894313
https://vovworld.vn/en-US/spotlight/bluezone-covid19-tracing-app-records-20-million-downloads-894313
https://www.iseas.edu.sg/media/commentaries/fighting-covid-19-in-Viet Nam-striking-a-delicate-balanc
https://www.iseas.edu.sg/media/commentaries/fighting-covid-19-in-Viet Nam-striking-a-delicate-balanc
https://www.iseas.edu.sg/media/commentaries/fighting-covid-19-in-Viet Nam-striking-a-delicate-balanc
https://www.iseas.edu.sg/wp-content/uploads/2022/02/The-State-of-SEA-2022_FA_Digital_FINAL.pdf
https://www.iseas.edu.sg/wp-content/uploads/2022/02/The-State-of-SEA-2022_FA_Digital_FINAL.pdf
https://www.iseas.edu.sg/wp-content/uploads/2022/02/The-State-of-SEA-2022_FA_Digital_FINAL.pdf
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://asia.nikkei.com/business/technology/big-tech-warns-vietnam-data-rules-risk-damage-to-digital
https://asia.nikkei.com/business/technology/big-tech-warns-vietnam-data-rules-risk-damage-to-digital
https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.h
https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.h
https://english.mic.gov.vn/Pages/TinTuc/145516/Vietnam-s-cloud-computing-market-worth--133-million.h
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
https://globaldataalliance.org/wp-content/uploads/2022/01/en123021gdacmtsdrfde72.pdf
https://globaldataalliance.org/wp-content/uploads/2022/01/en123021gdacmtsdrfde72.pdf
https://www.gso.gov.vn/en/enterprises
https://VietNaminsider.vn/why-digital-transformation-holds-huge-potential-to-grow-Viet Nams-economy
https://VietNaminsider.vn/why-digital-transformation-holds-huge-potential-to-grow-Viet Nams-economy
https://vir.com.vn/over-575-per-cent-of-Viet Namese-smes-struggle-with-digital-transformation-how-ca
https://vir.com.vn/over-575-per-cent-of-Viet Namese-smes-struggle-with-digital-transformation-how-ca
https://vir.com.vn/over-575-per-cent-of-Viet Namese-smes-struggle-with-digital-transformation-how-ca


1 5 9ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

229 Le Quang Canh and Nguyen Vu Hung, “Women-Owned 
Small And Medium-sized Enterprises In Viet Nam: Situation 
Analysis And Policy Recommendations,” Mekong Business 
Initiative of the Asian Development Bank and the Hanoi 
Women’s Association of Small and Medium Enterprises, 
September 2020, https://mekongbiz.org/wp-content/
uploads/2017/07/WOB-Position-Paper_English-1.pdf. 

230 Cece Nguyen, “Vietnam Implements Gender Equality 
Strategy but Challenges Remain,” Vietnam Briefing, 
December 6, 2021, www.vietnam-briefing.com/news/
vietnam-implements-gender-equality-strategy-but-
challenges-remain.html. 

231 “Assessment of the Impact of COVID-19 on MSMEs, and 
especially women-led MSMEs, in Viet Nam,” United Nations 
Economic and Social Commission for Asia and the Pacific, 
2020, www.unescap.org/sites/default/d8files/2020-09/
ESCAP_Viet Nam_MSMEs_and_COVID-19.pdf. 

232 Alicia Cameron et al., “Vietnam’s future digital  
economy – Towards 2030 and 2045,” Commonwealth 
Scientific and Industrial Research Organisation, 2019,  
https://research.csiro.au/aus4innovation/wp-content/
uploads/sites/294/2020/07/18-00566_DATA61_REPORT_
Viet NamsFutureDigitalEconomy2040_ENGLISH_
WEB_190528.pdf. 

233 “Vietnam: Mobile Technology Enables Faster and 
Safer Social Allowance Transfers for Ethnic Minorities,” 
March 27, 2020, World Bank, video, www.youtube.com/
watch?v=B_Vam6jxLTA.

234 See, e.g., Michael Pisa et al., “Governing data for 
development: Trends, challenges, and opportunities”, 
Center for Global Development, Policy Paper No. 190, 
November 12, 2020, www.cgdev.org/sites/default/files/
governing-data-development-trends-challenges-and-
opportunities.pdf; David Medine and Gayatri Murthy, 
“Making Data Work for the Poor: New Approaches to Data 
Protection and Privacy,” Consultative Group to Assist the 
Poor, January 2020, www.cgap.org/sites/default/files/
publications/2020_01_Focus_Note_Making_Data_Work_
for_Poor_0.pdf; Robert Gellman, “Privacy and Biometric 
ID Systems: An Approach Using Fair Information Practices 
for Developing Countries,” Center for Global Development, 
Policy Paper No. 190, August 01, 2013, www.cgdev.org/sites/
default/files/privacy-and-biometric-ID-systems_0.pdf.

235 Stakeholder consultation. 

236 “STAMEQ Members: Viet Nam,” International Organization 
for Standardization, accessed May 23, 2022, www.iso.org/
member/2199.html. 

237 Aineena Hani, “Indonesia Deploys Artificial Intelligence 
to Accelerate Economy and Digital Transformation,” 
Open Gov Asia, November 9, 2021, https://opengovasia.com/ 
indonesia-deploys-artificial-intelligence-to-accelerate-
economy-and-digital-transformation/#:~:text=The%20
National%20Strategy%20for%20Artificial,across%20a% 
20variety%20of%20industries.

238 Kayla Goode and Heeu Millie Kim, “Indonesia’s AI Promise 
in Perspective,” Issue Brief, Center for Security and Emerging 
Technology, August 2021, https://cset.georgetown.edu/
publication/indonesias-ai-promise-in-perspective.

239 “Indonesia National AI Strategy set in motion this month,” 
Carrington Malin, August 16, 2020, www.carringtonmalin.
com/2020/08/16/indonesia-national-ai-strategy-set-in-
motion-this-month. 

240 Strategi Nasional Kecerdasan Artifisial 2020–2045, Badan 
Pengkajian dan Penerapan Teknologi, https://ai-innovation.
id/server/static/ebook/stranas-ka.pdf. 

241 “Artificial Intelligence Standards and Trade in ASEAN,” 
Industry IoT Consortium Webinar, Singapore Chapter, 
February 25, 2021, www.iicom.org/wp-content/uploads/
Singapore-Chapter-Report-25.02.21-AI-standards-and-
trade-in-ASEAN.pdf. 

242 Ai Le Tao, “Indonesia leads ASEAN region in AI adoption,” 
Computer Weekly, July 12, 2018, www.computerweekly.com/
news/252444634/Indonesia-leads-ASEAN-region-in- 
AI-adoption. 

243 “Southeast Asia internet economy to hit $1 trillion  
by 2030, report says,” Reuters, November 9, 2021,  
https://www.reuters.com/world/asia-pacific/southeast-
asia-internet-economy-hit-1-trln-by-2030-report-says-
2021-11-10/#:~:text=The%20online%20industry%20for%20
Southeast,home%20turned%20to%20the%20internet. 

244 Eisya A. Eloksari, “AI to bring in $366b to Indonesia’s  
GDP by 2030,” The Jakarta Post, October 9, 2020,  
www.thejakartapost.com/news/2020/10/09/ai-to-bring-in-
366b-to-indonesias-gdp-by-2030.html. 

245 “How did Indonesian startups fare in 2020,” Tech 
Collective, December 11, 2020, https://techcollectivesea.
com/2020/12/11/how-did-indonesian-startups-fair-in-
2020/#:~:text=Home%20to%20four%20unicorns%20
(Bukalapak,India%2C%20Great%20Britain%20and 
%20Canada. 

246 Goode and Kim, “Indonesia’s AI Promise in Perspective,” 6.

247 “Artificial Intelligence Standards and Trade in ASEAN,” 
Industry IoT Consortium Webinar, 17.

https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://mekongbiz.org/wp-content/uploads/2017/07/WOB-Position-Paper_English-1.pdf
https://www.vietnam-briefing.com/news/vietnam-implements-gender-equality-strategy-but-challenges-rem
https://www.vietnam-briefing.com/news/vietnam-implements-gender-equality-strategy-but-challenges-rem
https://www.vietnam-briefing.com/news/vietnam-implements-gender-equality-strategy-but-challenges-rem
https://www.unescap.org/sites/default/d8files/2020-09/ESCAP_Viet Nam_MSMEs_and_COVID-19.pdf
https://www.unescap.org/sites/default/d8files/2020-09/ESCAP_Viet Nam_MSMEs_and_COVID-19.pdf
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://www.youtube.com/watch?v=B_Vam6jxLTA
https://www.youtube.com/watch?v=B_Vam6jxLTA
http://www.cgdev.org/sites/default/files/governing-data-development-trends-challenges-and-opportunities.pdf
http://www.cgdev.org/sites/default/files/governing-data-development-trends-challenges-and-opportunities.pdf
http://www.cgdev.org/sites/default/files/governing-data-development-trends-challenges-and-opportunities.pdf
http://www.cgap.org/sites/default/files/publications/2020_01_Focus_Note_Making_Data_Work_for_Poor_0.pdf
http://www.cgap.org/sites/default/files/publications/2020_01_Focus_Note_Making_Data_Work_for_Poor_0.pdf
http://www.cgap.org/sites/default/files/publications/2020_01_Focus_Note_Making_Data_Work_for_Poor_0.pdf
https://www.cgdev.org/sites/default/files/privacy-and-biometric-ID-systems_0.pdf
https://www.cgdev.org/sites/default/files/privacy-and-biometric-ID-systems_0.pdf
https://www.iso.org/member/2199.html
https://www.iso.org/member/2199.html
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-
https://opengovasia.com/indonesia-deploys-artificial-intelligence-to-accelerate-economy-and-digital-
https://cset.georgetown.edu/publication/indonesias-ai-promise-in-perspective
https://cset.georgetown.edu/publication/indonesias-ai-promise-in-perspective
http://www.carringtonmalin.com/2020/08/16/indonesia-national-ai-strategy-set-in-motion-this-month
http://www.carringtonmalin.com/2020/08/16/indonesia-national-ai-strategy-set-in-motion-this-month
http://www.carringtonmalin.com/2020/08/16/indonesia-national-ai-strategy-set-in-motion-this-month
https://ai-innovation.id/server/static/ebook/stranas-ka.pdf
https://ai-innovation.id/server/static/ebook/stranas-ka.pdf
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in
https://www.computerweekly.com/news/252444634/Indonesia-leads-ASEAN-region-in-AI-adoption
https://www.computerweekly.com/news/252444634/Indonesia-leads-ASEAN-region-in-AI-adoption
https://www.computerweekly.com/news/252444634/Indonesia-leads-ASEAN-region-in-AI-adoption
https://www.reuters.com/world/asia-pacific/southeast-asia-internet-economy-hit-1-trln-by-2030-report-says-2021-11-10/#:~:text=The%20online%20industry%20for%20Southeast,home%20turned%20to%20the%20internet
https://www.reuters.com/world/asia-pacific/southeast-asia-internet-economy-hit-1-trln-by-2030-report-says-2021-11-10/#:~:text=The%20online%20industry%20for%20Southeast,home%20turned%20to%20the%20internet
https://www.reuters.com/world/asia-pacific/southeast-asia-internet-economy-hit-1-trln-by-2030-report-says-2021-11-10/#:~:text=The%20online%20industry%20for%20Southeast,home%20turned%20to%20the%20internet
https://www.reuters.com/world/asia-pacific/southeast-asia-internet-economy-hit-1-trln-by-2030-report-says-2021-11-10/#:~:text=The%20online%20industry%20for%20Southeast,home%20turned%20to%20the%20internet
http://www.thejakartapost.com/news/2020/10/09/ai-to-bring-in-366b-to-indonesias-gdp-by-2030.html
http://www.thejakartapost.com/news/2020/10/09/ai-to-bring-in-366b-to-indonesias-gdp-by-2030.html
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to


1 6 0 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

248 Jamila Lim, “It’s official – Tokopedia Gojek merger 
heralds the arrival of SEA’s digital services giant,”  
https://techwireasia.com/2021/06/tokopedia-gojek- 
finalize-merger-with-chinese-tech-giants-blessing. 

249 Ibid.

250 Goode and Kim, “Indonesia’s AI Promise in Perspective,” 7.

251 “How did Indonesian startups fare in 2020,” Tech 
Collective, December 11, 2020, https://techcollectivesea.
com/2020/12/11/how-did-indonesian-startups-fair-in-
2020/#:~:text=Home%20to%20four%20unicorns%20
(Bukalapak,India%2C%20Great%20Britain%20and 
%20Canada. 

252 Editorial Board, “Indonesia’s Silicon Valley,” 
The Jakarta Post, April 30, 2021, www.thejakartapost.com/
academia/2021/04/29/indonesias-silicon-valley.html. 

253 Eileen Yu, “Singapore Industry Needs Stronger Code of 
Conduct as Consumer Data Gains Value,” ZDNet, March 17, 
2018, zdnet.com/article/singapore-industry-needs-stronger-
codes-of-conduct-as-consumer-data-gains-value. 

254 Goode and Kim, “Indonesia’s AI Promise in Perspective.”

255 Eisya A. Eloksari, “AI to bring in $366b to Indonesia’s GDP 
by 2030.” 

256 Aineena Hani, “Indonesia Deploys Artificial Intelligence," 
Open Gov Asia, November 29, 2021, https://opengovasia.
com/indonesiadevelops-ai-based-platform-for-natural-
resource-monitoring. 

257 Ibid. 

258 Anthony Iswara, “Indonesia sets sights on artificial 
intelligence in new national strategy,” The Jakarta 
Post, August 14, 2020, www.thejakartapost.com/
news/2020/08/13/indonesia-sets-sights-on-artificial-
intelligence-in-new-national-strategy.html. 

259 “Indonesia will replace some civil servants with AI, says 
Jokowi,” Aljazeera, November 28, 2019, www.aljazeera.com/
economy/2019/11/28/indonesia-will-replace-some-civil-
servants-with-ai-says-jokowi. 

260 “Everything you need to Know about Indonesia’s Online 
Single Submission System,” Ministry of Investment, 
Accessed June 7, 2022, www2.investindonesia.go.id/en/
article-investment/detail/everything-you-need-to-know-
about-indonesias-online-single-submission-syste. 

261 United Nations Activities in Artificial Intelligence (AI) 
2018, International Telecommunication Union, Geneva: 
International Telecommunication Union, 2018, www.itu.int/
dms_pub/itu-s/opb/gen/S-GEN-UNACT-2018-1-PDF-E.pdf, 
page 32.

262 Ibid., 32.

263 Muslimin Machmud et al., “Artificial Intelligence In the 
Public Health Sector: the Use of Telemedicine in Indonesia 
During COVID-19,” Palarch’s Journal of Archaeology of 
Egypt/Egyptology, 17, no. 6, 2020, https://eprints.umm.
ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20
Salahudin%20Baharuddin%20Musa%20-%20Artificial%20
Intelligence%20Telemedicine%20Public%20Sector%20
Health%20Service%20Covid-19.pdf. 

264 Ibid., 10111–10112. 

265 Editorial Board, “Indonesia’s Silicon Valley,”  
www.thejakartapost.com/academia/2021/04/29/ 
indonesias-silicon-valley.html.

266 Et Ratcliffe and Ajisatria Suleima, “Indonesia’s AI Ambitions,” 
Asia House, October 27, 2020, https://asiahouse.org/wp-
content/uploads/2020/10/Indonesias-AI-ambitions-2020-
Asia-House-Advisory.pdf. 

267 Aineena Hani, “Indonesia Deploys Artificial Intelligence.” 

268 Tunggul Wirajuda, “President Jokowi Urges Indonesia 
to Accelerate AI Capabilities,” Kompas, March 9, 2021, 
https://go.kompas.com/read/2021/03/09/062143674/
president-jokowi-urges-indonesia-to-accelerate-ai-
capabilities?page=all. 

269 Kaushik Das, Phillia Wibowo, Michael Chui, Vishal 
Agarwal, Vivek Lath, Automation and the Future of Work in 
Indonesia: Jobs Lost, Jobs Gained, Jobs Changed, McKinsey 
& Company, September 2019, www.mckinsey.com/~/
media/mckinsey/featured%20insights/asia%20pacific/
automation%20and%20the%20future%20of%20work%20
in%20indonesia/automation-and-the-future-of-work-in-
indonesia-vf.ashx.

270 Ibid., 2. 

271 “Getting Indonesia 4.0. – Ready,” The ASEAN Post, 
September 30, 2019, https://theaseanpost.com/article/
getting-indonesia-40-ready. 

272 Sheith Khidhir, “Creating high-skilled talent,” The ASEAN 
Post, October 23, 2018, https://theaseanpost.com/article/
creating-high-skilled-talent. 

https://techwireasia.com/2021/06/tokopedia-gojek-finalize-merger-with-chinese-tech-giants-blessing
https://techwireasia.com/2021/06/tokopedia-gojek-finalize-merger-with-chinese-tech-giants-blessing
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://techcollectivesea.com/2020/12/11/how-did-indonesian-startups-fair-in-2020/#:~:text=Home%20to
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html
http://zdnet.com/article/singapore-industry-needs-stronger-codes-of-conduct-as-consumer-data-gains-value
http://zdnet.com/article/singapore-industry-needs-stronger-codes-of-conduct-as-consumer-data-gains-value
https://www.thejakartapost.com/news/2020/08/13/indonesia-sets-sights-on-artificial-intelligence-in-n
https://www.thejakartapost.com/news/2020/08/13/indonesia-sets-sights-on-artificial-intelligence-in-n
https://www.thejakartapost.com/news/2020/08/13/indonesia-sets-sights-on-artificial-intelligence-in-n
http://www.aljazeera.com/economy/2019/11/28/indonesia-will-replace-some-civil-servants-with-ai-says-jokowi
http://www.aljazeera.com/economy/2019/11/28/indonesia-will-replace-some-civil-servants-with-ai-says-jokowi
http://www.aljazeera.com/economy/2019/11/28/indonesia-will-replace-some-civil-servants-with-ai-says-jokowi
https://www2.investindonesia.go.id/en/mengapa-berinvestasi/artikel-investasi
https://www2.investindonesia.go.id/en/mengapa-berinvestasi/artikel-investasi
https://www2.investindonesia.go.id/en/mengapa-berinvestasi/artikel-investasi
https://www.itu.int/dms_pub/itu-s/opb/gen/S-GEN-UNACT-2018-1-PDF-E.pdf
https://www.itu.int/dms_pub/itu-s/opb/gen/S-GEN-UNACT-2018-1-PDF-E.pdf
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20
https://eprints.umm.ac.id/78518/19/Machmud%20Masmuh%20Nasirin%20Salahudin%20Baharuddin%20Musa%20-%20
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html.
https://www.thejakartapost.com/academia/2021/04/29/indonesias-silicon-valley.html.
https://asiahouse.org/wp-content/uploads/2020/10/Indonesias-AI-ambitions-2020-Asia-House-Advisory.pd
https://asiahouse.org/wp-content/uploads/2020/10/Indonesias-AI-ambitions-2020-Asia-House-Advisory.pd
https://asiahouse.org/wp-content/uploads/2020/10/Indonesias-AI-ambitions-2020-Asia-House-Advisory.pd
https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-ca
https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-ca
https://go.kompas.com/read/2021/03/09/062143674/president-jokowi-urges-indonesia-to-accelerate-ai-ca
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/asia%20pacific/automation%20and%20the%20future%20of%20work%20in%20indonesia/automation-and-the-future-of-work-in-indonesia-vf.ashx
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/asia%20pacific/automation%20and%20the%20future%20of%20work%20in%20indonesia/automation-and-the-future-of-work-in-indonesia-vf.ashx
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/asia%20pacific/automation%20and%20the%20future%20of%20work%20in%20indonesia/automation-and-the-future-of-work-in-indonesia-vf.ashx
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/asia%20pacific/automation%20and%20the%20future%20of%20work%20in%20indonesia/automation-and-the-future-of-work-in-indonesia-vf.ashx
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/asia%20pacific/automation%20and%20the%20future%20of%20work%20in%20indonesia/automation-and-the-future-of-work-in-indonesia-vf.ashx
https://theaseanpost.com/article/getting-indonesia-40-ready
https://theaseanpost.com/article/getting-indonesia-40-ready
https://theaseanpost.com/article/creating-high-skilled-talent
https://theaseanpost.com/article/creating-high-skilled-talent


1 6 1ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

273 Andrew Rosser, “Beyond Access: Making Indonesia’s 
Education System Work,” Lowy Institute, February 21, 2018, 
www.lowyinstitute.org/publications/beyond-access-making-
indonesia-s-education-system-work. 

274 Iswara, “Indonesia sets sights on Artificial intelligence  
in new national strategy.”

275 Rajius Idzalika, Zakiya Pramestri, Imaduddin Amin, Yulistina 
Riyadi and George Hodge, “Big Data for Population 
and Social Policies,” Pulse Lab Jakarta – United Nations 
Global Pulse, 2019, https://pulselabjakarta.org/assets/
uploadworks/2019-01-24-08-58-31.pdf. 

276 Muhammad Firdaus, “Artificial Intelligence Ethics Guidelines 
in Indonesia,” Pukyong National University, (2019),  
www.academia.edu/49564840/Artificial_Intelligence_
Ethics_Guidelines_in_Indonesia. 

277 Callistasia Anggun Wijaya, “Hundreds of Go-Jek drivers 
protest ‘unfair policy,’” The Jakarta Post, October 3, 2016, 
www.thejakartapost.com/news/2016/10/03/hundreds-of-
go-jek-drivers-protest-unfair-policy.html. 

278 Karen Hao and Nadine Freischlad, “Artificial Intelligence: 
The gig workers fighting back against the algorithms,” MIT 
Technology Review, April 21, 2022, www.technologyreview.
com/2022/04/21/1050381/the-gig-workers-fighting-back-
against-the-algorithms.

279 Nick Couldry and Ulises A. Meijas, “Data Colonialism: 
Rethinking Big Data’s Relation to the Contemporary 
Subject,” Television and Media, 20, no. 4, 2019,  
https://journals.sagepub.com/doi/abs/10.1177/152747 
6418796632. 

280 Wening Mustika and Amalinda Savirani, “’Ghost Accounts’, 
‘Joki Accounts’, and ‘Account Therapy’: Everyday Resistance 
Among Ride-Hailing Motorcycle Drivers in Yogyakarta 
Indonesia,” The Copenhagen Journal of Asian Studies 39, 
no. 1 (2021), https://rauli.cbs.dk/index.php/cjas/article/
view/6175/6795.

281 Ricardo Vinuesa et al., “The role of artificial intelligence 
in achieving the Sustainable Development Goals,” Nature 
Communications, 11, no. 233, 2020, www.nature.com/articles/
s41467-019-14108-y. 

282 Malaysia Artificial Intelligence (AI) Roadmap, Ministry 
of Science, Technology and Innovation, accessed 
May 30, 2022, https://airmap.my/st1. 

283 “National Science, Technology and Innovation Policy 
(NSTIP) 2021–2030,” Ministry of Science, Technology and 
Innovation, February 2022, 2, www.mosti.gov.my/wp-
content/uploads/2022/03/National-Science-Technology-
and-Innovation-Policy-2021-2030.pdf. 

284 “National Fourth Industrial Revolution (4IR) Policy,” 
Economic Planning Unit, June 29, 2021, www.mosti.gov.my/
wp-content/uploads/2021/07/National-Fourth-Industrial-
Revolution-4IR-Policy.pdf. 

285 “TM National Health Data Warehouse (MyHDW),“ Mimos, 
2019, www.mimos.my/wp-content/uploads/2019/11/Fact_
Sheet_MyHDW_001-0930A.pdf. 

286 Ibid. 

287 Stakeholder consultation; Yves-Alexandre de Montjoye,  
Ali Farzanehfar, Julien Hendrickx and Luc Rocher,  
“Solving Artificial Intelligence’s Privacy Problem,” Artificial 
Intelligence and Robotics in the City 17, 2017, 80–83,  
http://journals.openedition.org/factsreports/4494. 

288 “ISO 25237:2017 Health Informatics – Pseudonymization,” 
International Organization for Standardization, January 2017, 
www.iso.org/standard/63553.html. 

289 Shazwan Mustafa Kamal, “Big data in healthcare: What we 
(need to) know,” Malay Mail, April 21, 2017, www.malaymail.
com/news/malaysia/2017/04/21/big-data-in-healthcare-
what-we-need-to-know/1360925. 

290 “Public Sector Big Data Analytics (DRSA),” My 
Government – the Government of Malaysia’s Official ortal, 
accessed June 6, 2022, www.malaysia.gov.my/portal/
content/30734. 

291 Ibid. 

292 “Healthcare,” Malaysia Artificial Intelligence (AI) Roadmap, 
Ministry of Science, Technology and Innovation, accessed 
May 30, 2022, https://airmap.my/healthcare. 

293 “Agriculture,” Malaysia Artificial Intelligence (AI) Roadmap, 
Ministry of Science, Technology and Innovation, accessed 
May 30, 2022, https://airmap.my/agriculture. 

294 “Education,” Malaysia Artificial Intelligence (AI) Roadmap, 
Ministry of Science, Technology and Innovation, accessed 
May 30, 2022, https://airmap.my/education. 

295 “Smart Cities Transport,” Malaysia Artificial Intelligence 
(AI) Roadmap, Ministry of Science, Technology and 
Innovation,,accessed May 30, 2022, https://airmap.my/
smart-cities-transport. 

https://www.lowyinstitute.org/publications/beyond-access-making-indonesia-s-education-system-work
https://www.lowyinstitute.org/publications/beyond-access-making-indonesia-s-education-system-work
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://pulselabjakarta.org/assets/uploadworks/2019-01-24-08-58-31.pdf
https://www.academia.edu/49564840/Artificial_Intelligence_Ethics_Guidelines_in_Indonesia
https://www.academia.edu/49564840/Artificial_Intelligence_Ethics_Guidelines_in_Indonesia
https://www.thejakartapost.com/news/2016/10/03/hundreds-of-go-jek-drivers-protest-unfair-policy.html
https://www.thejakartapost.com/news/2016/10/03/hundreds-of-go-jek-drivers-protest-unfair-policy.html
http://www.technologyreview.com/2022/04/21/1050381/the-gig-workers-fighting-back-against-the-algorithms
http://www.technologyreview.com/2022/04/21/1050381/the-gig-workers-fighting-back-against-the-algorithms
http://www.technologyreview.com/2022/04/21/1050381/the-gig-workers-fighting-back-against-the-algorithms
https://journals.sagepub.com/doi/abs/10.1177/1527476418796632
https://journals.sagepub.com/doi/abs/10.1177/1527476418796632
https://rauli.cbs.dk/index.php/cjas/article/view/6175/6795
https://rauli.cbs.dk/index.php/cjas/article/view/6175/6795
https://www.nature.com/articles/s41467-019-14108-y
https://www.nature.com/articles/s41467-019-14108-y
https://airmap.my/st1
https://www.mosti.gov.my/wp-content/uploads/2022/03/National-Science-Technology-and-Innovation-Policy-2021-2030.pdf
https://www.mosti.gov.my/wp-content/uploads/2022/03/National-Science-Technology-and-Innovation-Policy-2021-2030.pdf
https://www.mosti.gov.my/wp-content/uploads/2022/03/National-Science-Technology-and-Innovation-Policy-2021-2030.pdf
https://www.mosti.gov.my/wp-content/uploads/2021/07/National-Fourth-Industrial-Revolution-4IR-Policy
https://www.mosti.gov.my/wp-content/uploads/2021/07/National-Fourth-Industrial-Revolution-4IR-Policy
https://www.mosti.gov.my/wp-content/uploads/2021/07/National-Fourth-Industrial-Revolution-4IR-Policy
https://www.mimos.my/wp-content/uploads/2019/11/Fact_Sheet_MyHDW_001-0930A.pdf.
https://www.mimos.my/wp-content/uploads/2019/11/Fact_Sheet_MyHDW_001-0930A.pdf.
http://journals.openedition.org/factsreports/4494
https://www.iso.org/standard/63553.html
https://www.malaymail.com/news/malaysia/2017/04/21/big-data-in-healthcare-what-we-need-to-know/13609
https://www.malaymail.com/news/malaysia/2017/04/21/big-data-in-healthcare-what-we-need-to-know/13609
https://www.malaymail.com/news/malaysia/2017/04/21/big-data-in-healthcare-what-we-need-to-know/13609
https://www.malaysia.gov.my/portal/content/30734
https://www.malaysia.gov.my/portal/content/30734
https://airmap.my/healthcare
https://airmap.my/agriculture
https://airmap.my/education
https://airmap.my/smart-cities-transport
https://airmap.my/smart-cities-transport


1 62 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

296 “Public Services,” Malaysia Artificial Intelligence (AI) 
Roadmap, Ministry of Science, Technology and Innovation, 
accessed May 30, 2022, https://airmap.my/public-services. 

297 Shirley Tay, “Cloud, AI and Blockchain: Inside Malaysia’s 
digitalization strategy,” Gov Insider, April 22, 2021,  
https://govinsider.asia/smart-gov/cloud-ai-and-blockchain-
inside-malaysias-digitalisation-strategy-mampu-azih- 
bin-yusof. 

298 “Kuala Lumpur to build ‘City Brain’ with Alibaba Cloud,” 
International Telecommunication Union, April 7, 2020,  
www.itu.int/hub/2020/04/kuala-lumpur-to-build-city-brain-
with-alibaba-cloud. 

299 Abigail Beall, “In China, Alibaba’s data-hungry AI is 
controlling (and watching) cities,” Wired, May 30, 2018,  
www.wired.co.uk/article/alibaba-city-brain-artificial-
intelligence-china-kuala-lumpur. 

300 “Malaysia AI Blueprint 2021 Annual Report,” Bigit, 2021,  
www.bigittechnology.com/malaysia-ai-blueprint-2021. 

301 “Government Cloud Services,” My Government – 
the government of Malaysia’s official portal, accessed 
June 5, 2022, https://www.malaysia.gov.my/portal/
content/31183. 

302 “Ir Wan Murdani, “CSA APAC Congress 2019: An Update  
on the Malaysian Cybersecurity & Cloud Security 
Landscape,” Malaysia Digital Economy Corporation, 2019,  
www.csaapac.org/uploads/8/4/7/7/84773638/7_csa_apac_
final_mdec.pdf; Stakeholder consultation.

303 “Soalan Lazim Mengenai Klasifikasi Maklumat/Data 
Dalam Penggunaan Pengkomputeran Awan” [Frequently 
Asked Questions on the Classification of Information/
Data in the Use of Cloud Computing], Cloud Computing 
Committee, August 2021, www.cgso.gov.my/wp-content/
uploads/2021/08/Lam1-FAQ-Klasifikasi-Data-CCC_
kemaskini30Ogos21_Uploadportal.pdf. 

304 Ahmad Ashraf Ahmad Shaharudin, “Open Government 
Data in Malaysia: Landscape, Challenges and Aspirations,” 
Khazanah Research Institute 3/21, April 15, 2021,  
www.krinstitute.org/assets/contentMS/img/template/editor/
Open%20Government%20Data%20in%20Malaysia%20
-%20Landscape,%20Challenges%20and%20Aspirations.
pdf; Stakeholder consultation. 

305 Allen Ng, “The Times They Are A-Changin’: Technology, 
Employment, and the Malaysian Economy,” Khazanah 
Research Institute, April 28, 2017, www.krinstitute.org/ 
Discussion_Papers-@-The_Times_They_Are_A-
Changin%E2%80%99-;_Technology,_Employment,_ 
and_the_Malaysian_Economy.aspx. 

306 Ee Huei Koh and Nimal Manuel, “Automation and 
Adaptability: How Malaysia Can Navigate the Future of 
Work,” McKinsey, February 17, 2020, www.mckinsey.com/
featured-insights/asia-pacific/automation-and-adaptability-
how-malaysia-can-navigate-the-future-of-work. 

307 “TVET Country Profile: Malaysia,” UNESCO-UNEVOC TVET 
Country Profiles, June 2019, https://unevoc.unesco.org/
wtdb/worldtvetdatabase_mys_en.pdf. 

308 “Malaysia e-commerce income soared 17.1 per cent to  
RM279.0 billion in the third quarter 2021,” Department of  
Statistics Malaysia Official Portal, November 10, 2021,  
https://www.dosm.gov.my/v1/index.php?r=column/ctheme 
ByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhk 
MGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1p 
LUT09#:~:text=Malaysia%20e%2Dcommerce%20income% 
20by,e%2Dcommerce%20revenue%20totaled%20RM801. 

309 Malaysia Digital Economy Blueprint, Putrajaya, Malaysia: 
Economic Planning Unit 2021, 81, 88, www.epu.gov.my/ 
sites/default/files/2021-02/malaysia-digital-economy-
blueprint.pdf.

310 Malaysia Education Blueprint 2013–2025 (Preschool to 
Post-Secondary Education, Putrajaya Malaysia: Ministry 
of Education Malaysia, 2013, www.moe.gov.my/menumedia/
media-cetak/penerbitan/dasar/1207-malaysia-education-
blueprint-2013-2025/file. See also Chan Soon Seng, Noor 
Azimah Abd Rahim, and Nina Adlan Disney, “Malaysia’s 
Education Challenges #1: Our Education System: Overview 
of Challenges and Solutions,” BFM: The Business Station, 
November 15, 2021, www.bfm.my/podcast/the-bigger-
picture/live-learn/malaysias-education-challenges-1-our-
education-system-overview-of-challenges-and-solutions. 

311 ”Agriculture,” Malaysia Artificial Intelligence (AI) Roadmap, 
Ministry of Science, Technology and Innovation, accessed 
May 30, 2022, https://airmap.my/agriculture. 

312 Andie Burjek, “The ethical use of AI on low-wage workers,” 
Workforce.com, March 9, 2020, https://workforce.com/
news/artificial-intelligence-ethics-for-managing-low-
wage-workers; Daron Acemoglu and Pascual Restrepo, 
“Unpacking Skill Bias: Automation and New Tasks,” National 
Bureau of Economic Research, January 2020, www.nber.org/
papers/w26681; Kate Crawford, et al, “AI Now 2019 Report,” 
New York: AI Now Institute, 2019, https://ainowinstitute.org/
AI_Now_2019_Report.pdf. 

https://airmap.my/public-services
https://govinsider.asia/smart-gov/cloud-ai-and-blockchain-inside-malaysias-digitalisation-strategy-m
https://govinsider.asia/smart-gov/cloud-ai-and-blockchain-inside-malaysias-digitalisation-strategy-m
https://govinsider.asia/smart-gov/cloud-ai-and-blockchain-inside-malaysias-digitalisation-strategy-m
https://www.itu.int/hub/2020/04/kuala-lumpur-to-build-city-brain-with-alibaba-cloud
https://www.itu.int/hub/2020/04/kuala-lumpur-to-build-city-brain-with-alibaba-cloud
https://www.wired.co.uk/article/alibaba-city-brain-artificial-intelligence-china-kuala-lumpur
https://www.wired.co.uk/article/alibaba-city-brain-artificial-intelligence-china-kuala-lumpur
https://www.bigittechnology.com/malaysia-ai-blueprint-2021.
https://www.malaysia.gov.my/portal/content/31183
https://www.malaysia.gov.my/portal/content/31183
https://www.csaapac.org/uploads/8/4/7/7/84773638/7_csa_apac_final_mdec.pdf
https://www.csaapac.org/uploads/8/4/7/7/84773638/7_csa_apac_final_mdec.pdf
https://www.cgso.gov.my/wp-content/uploads/2021/08/Lam1-FAQ-Klasifikasi-Data-CCC_kemaskini30Ogos21_U
https://www.cgso.gov.my/wp-content/uploads/2021/08/Lam1-FAQ-Klasifikasi-Data-CCC_kemaskini30Ogos21_U
https://www.cgso.gov.my/wp-content/uploads/2021/08/Lam1-FAQ-Klasifikasi-Data-CCC_kemaskini30Ogos21_U
http://www.krinstitute.org/assets/contentMS/img/template/editor/Open%20Government%20Data%20in%20Malaysia%20
http://www.krinstitute.org/assets/contentMS/img/template/editor/Open%20Government%20Data%20in%20Malaysia%20
http://www.krinstitute.org/assets/contentMS/img/template/editor/Open%20Government%20Data%20in%20Malaysia%20
http://www.krinstitute.org/assets/contentMS/img/template/editor/Open%20Government%20Data%20in%20Malaysia%20
http://www.krinstitute.org/Discussion_Papers-@-The_Times_They_Are_A-Changin%E2%80%99-;_Technology,_E
http://www.krinstitute.org/Discussion_Papers-@-The_Times_They_Are_A-Changin%E2%80%99-;_Technology,_E
http://www.krinstitute.org/Discussion_Papers-@-The_Times_They_Are_A-Changin%E2%80%99-;_Technology,_E
http://www.krinstitute.org/Discussion_Papers-@-The_Times_They_Are_A-Changin%E2%80%99-;_Technology,_E
https://www.mckinsey.com/featured-insights/asia-pacific/automation-and-adaptability-how-malaysia-can-navigate-the-future-of-work
https://www.mckinsey.com/featured-insights/asia-pacific/automation-and-adaptability-how-malaysia-can-navigate-the-future-of-work
https://www.mckinsey.com/featured-insights/asia-pacific/automation-and-adaptability-how-malaysia-can-navigate-the-future-of-work
https://unevoc.unesco.org/wtdb/worldtvetdatabase_mys_en.pdf
https://unevoc.unesco.org/wtdb/worldtvetdatabase_mys_en.pdf
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801
https://www.dosm.gov.my/v1/index.php?r=column/cthemeByCat&cat=473&bul_id=cmRYZ21sUVF4elBySHVWckhkMGU4Zz09&menu_id=b0pIV1E3RW40VWRTUkZocEhyZ1pLUT09#:~:text=Malaysia%2520e%252Dcommerce%2520income%2520by,e%252Dcommerce%2520revenue%2520totaled%2520RM801
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.moe.gov.my/menumedia/media-cetak/penerbitan/dasar/1207-malaysia-education-blueprint-2013
https://www.moe.gov.my/menumedia/media-cetak/penerbitan/dasar/1207-malaysia-education-blueprint-2013
https://www.moe.gov.my/menumedia/media-cetak/penerbitan/dasar/1207-malaysia-education-blueprint-2013
https://www.bfm.my/podcast/the-bigger-picture/live-learn/malaysias-education-challenges-1-our-educat
https://www.bfm.my/podcast/the-bigger-picture/live-learn/malaysias-education-challenges-1-our-educat
https://www.bfm.my/podcast/the-bigger-picture/live-learn/malaysias-education-challenges-1-our-educat
https://airmap.my/agriculture
https://workforce.com/news/artificial-intelligence-ethics-for-managing-low-wage-workers
https://workforce.com/news/artificial-intelligence-ethics-for-managing-low-wage-workers
https://workforce.com/news/artificial-intelligence-ethics-for-managing-low-wage-workers
https://www.nber.org/papers/w26681
https://www.nber.org/papers/w26681
https://ainowinstitute.org/AI_Now_2019_Report.pdf.
https://ainowinstitute.org/AI_Now_2019_Report.pdf.


1 6 3ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

313 Jun-E Tan, “Human Rights Concerns on Artificial 
Intelligence in Southeast Asia: An Overview,” Coconet, 
December 24, 2019, https://coconet.social/2019/human-
rights-artificial-intelligence-southeast-asia/index.html; 
“IGF 2017 WS #303 Artificial Intelligence in Asia: What’s 
Similar, What’s Different? Findings from our AI workshops,” 
Twelfth Annual Meeting of the Internet Governance Forum, 
December 20, 2017, http://65.1.20.49/ru/content/igf-2017-
day-3-room-xxvi-ws303-artificial-intelligence-in-asia-whats-
similar-whats-different. 

314 Grant Lewison, et al, “The Contribution of Ethnic Groups to 
Malaysian Scientific Output, 1982–2014, and the Effects of 
the New Economic Policy,” Scientometrics 109, no. 3, 2016, 
doi: 10.1007/s11192-016-2139-3. 

315 Jomo K.S., “The New Economic Policy and Interethnic 
Relations in Malaysia,” Identities, Conflict and Cohesion 
Programme paper number 7, United Nations Research 
Institute for Social Development, September 2004,  
www.files.ethz.ch/isn/45937/7.pdf. 

316 Ooi Kiah Hui, “Poverty, Inequality and the Lack of Basic 
Rights Experienced by the Orang Asli in Malaysia,” 
Submission on Malaysia in advance of country visit of  
the Special Rapporteur on Extreme Poverty and Human 
Rights OHCHR, United Nations Human Rights Office  
of the High Commissioner, accessed June 5, 2022,  
www.ohchr.org/sites/default/files/Documents/Issues/
Poverty/VisitsContributions/Malaysia/MalaysiaCare.pdf. 

317 “Orang Asli not part of income survey,” The Star, 
September 2, 2019, www.pressreader.com/malaysia/ 
the-star-malaysia/20190902/281625306977945. 

318 Jun-E Tan, “Human Rights Concerns on Artificial Intelligence 
in Southeast Asia: An Overview.” 

319 Md. Khaled Saifullah, Muhammad Mehedi Masud, and 
Fatimah Binti Kari, “Vulnerability context and well-being 
factors of indigenous community development: a study of 
Peninsular Malaysia,” AlterNative: An International Journal 
of Indigenous Peoples 17, no. 1, February 23, 2021, 94–105, 
https://journals.sagepub.com/doi/full/10.1177/117718012 
1995166. 

320 “Gender Statistics,” World Bank, accessed June 5, 2022, 
https://databank.worldbank.org/id/2ddc971b?Code=SE.
TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_
Report&populartype=series. 

321 Lagesen, Vivian Anette. “A Cyberfeminist Utopia?: 
Perceptions of Gender and Computer Science among 
Malaysian Women Computer Science Students and Faculty.” 
Science, Technology, & Human Values 33, no. 1, January 
2008, 5–27, https://doi.org/10.1177/0162243907306192. 

322 Mazliza Othman and Rodziah Latih, “Women in Computer 
Science: No Shortage Here!,” Communications of the ACM 
49, no. 3 (March 2006), 111–114, https://cacm.acm.org/
magazines/2006/3/5975-women-in-computer- 
science/fulltext. 

323 Official Portal of the Department of Women’s Development, 
accessed June 5, 2022, www.jpw.gov.my/en/54-about-jpw/
government-policy/1244-national-women-s-policy-and-
women-s-development-action-plan-2#:~:text=National%20
Women%20Policy%20intends%20to,development%20to%20
achieve%20gender%20equality; “Toward Better Economic 
Opportunities for Women: Lessons from Malaysia,” 
World Bank, April 21, 2020, www.worldbank.org/en/
results/2020/04/21/toward-better-economic-opportunities-
for-women-lessons-from-malaysia. 

324 Jonathan Yong, “The Gender Gap in Malaysian Public 
Universities: Examining the ‘Lost Boys’,” Journal of 
International and Comparative Education 6, no. 1, April 2017, 
1–16, doi: 10.14425/JICE.2017.6.1.0116. 

325 Ministry of Education Malaysia, Malaysia Education Blueprint 
2013–2025. 

326 Mahathir bin Mohamad, “The Opening of Multimedia 
Asia on Multimedia Super Corridor,” Transcript of 
speech delivered at Putra World Trade Centre, Kuala 
Lumpur, August 1, 1996, www.mahathir.com/malaysia/
speeches/1996/1996-08-01.php; “MSC Malaysia Status,” 
Malaysian Investment Development Authority, accessed 
June 5, 2022, https://www.mida.gov.my/industries/
services/other-services/other-services-multimedia-
super-corridor-msc/#:~:text=The%20Multimedia%20
Super%20Corridor%20(MSC,of%20the%20country’s%20
digital%20economy; Adrian Regan, “The Multimedia Super 
Corridor,” World Trade Organization Information technology 
Symposium, July 16, 1999, https://slideplayer.com/
slide/730567. 

327 Mahathir Mohamad, Malaysia: The Way Forward (Vision 
2020), Kuala Lumpur: Percetakan Nasional Berhad, 1991; 
Envisioning Malaysia 2050: A Foresight Narrative, Kuala 
Lumpur: Academy of Sciences Malaysia, 2017, 59,  
https://www.akademisains.gov.my/asm-publication/
envisioning-malaysia-2050-foresight. 

328 “Artificial Intelligence Governance and Ethics Initiative,” 
Infocomm Media Development Authority, June 5, 2018, 
www.imda.gov.sg/-/media/Imda/Files/About/Media-
Releases/2018/2018-06-05-Fact-Sheet-for-AI-Govt.pdf. 

329 “National Artificial Intelligence Strategy: Advancing 
our Smart Nation Journey,” Smart Nation Singapore, 
November 2019, www.smartnation.gov.sg/files/publications/
national-ai-strategy.pdf. 

https://coconet.social/2019/human-rights-artificial-intelligence-southeast-asia/index.html
https://coconet.social/2019/human-rights-artificial-intelligence-southeast-asia/index.html
http://65.1.20.49/ru/content/igf-2017-day-3-room-xxvi-ws303-artificial-intelligence-in-asia-whats-si
http://65.1.20.49/ru/content/igf-2017-day-3-room-xxvi-ws303-artificial-intelligence-in-asia-whats-si
http://65.1.20.49/ru/content/igf-2017-day-3-room-xxvi-ws303-artificial-intelligence-in-asia-whats-si
https://www.files.ethz.ch/isn/45937/7.pdf.
https://www.ohchr.org/sites/default/files/Documents/Issues/Poverty/VisitsContributions/Malaysia/Mala
https://www.ohchr.org/sites/default/files/Documents/Issues/Poverty/VisitsContributions/Malaysia/Mala
https://www.pressreader.com/malaysia/the-star-malaysia/20190902/281625306977945.
https://www.pressreader.com/malaysia/the-star-malaysia/20190902/281625306977945.
https://journals.sagepub.com/doi/full/10.1177/1177180121995166
https://journals.sagepub.com/doi/full/10.1177/1177180121995166
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://doi.org/10.1177/0162243907306192
https://cacm.acm.org/magazines/2006/3/5975-women-in-computer-science/fulltext
https://cacm.acm.org/magazines/2006/3/5975-women-in-computer-science/fulltext
https://cacm.acm.org/magazines/2006/3/5975-women-in-computer-science/fulltext
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-de
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-de
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-de
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-de
https://www.jpw.gov.my/en/54-about-jpw/government-policy/1244-national-women-s-policy-and-women-s-de
https://www.worldbank.org/en/results/2020/04/21/toward-better-economic-opportunities-for-women-lessons-from-malaysia
https://www.worldbank.org/en/results/2020/04/21/toward-better-economic-opportunities-for-women-lessons-from-malaysia
https://www.worldbank.org/en/results/2020/04/21/toward-better-economic-opportunities-for-women-lessons-from-malaysia
http://www.mahathir.com/malaysia/speeches/1996/1996-08-01.php
http://www.mahathir.com/malaysia/speeches/1996/1996-08-01.php
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://www.mida.gov.my/industries/services/other-services/other-services-multimedia-super-corridor-
https://slideplayer.com/slide/730567
https://slideplayer.com/slide/730567
https://www.akademisains.gov.my/asm-publication/envisioning-malaysia-2050-foresight
https://www.akademisains.gov.my/asm-publication/envisioning-malaysia-2050-foresight
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/2018-06-05-Fact-Sheet-for-AI-Go
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/2018-06-05-Fact-Sheet-for-AI-Go
https://www.smartnation.gov.sg/files/publications/national-ai-strategy.pdf
https://www.smartnation.gov.sg/files/publications/national-ai-strategy.pdf


1 6 4 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

330 Ibid. 

331 Ibid., 7–8.

332 Chee Wee Tan and Shan L Pan, “Managing e-transformation 
in the public sector: an e-government study of the Inland 
Revenue Authority of Singapore (IRAS),” European 
Journal of Information Systems 12, 269–281 (2003), 
https://link.springer.com/article/10.1057/palgrave.
ejis.3000479; Krishnamurthy Sriramesh and Milagros  
Rivera-Sanchez, “E-government in a corporatist, 
communitarian society: the case of Singapore,” Sage 
Journals, October 1, 2006, https://doi.org/10.1177/ 
1461444806065661. 

333 Jun Jie Woo, “Technology and Governance in  
Singapore’s Smart Nation Initiative,” Ash Center Policy  
Briefs Series, Harvard University, Cambridge, MA, 2018,  
https://dash.harvard.edu/bitstream/handle/1/42372461/ 
282181_hvd_ash_paper_jj_woo.pdf?sequence=1&is 
Allowed=y. 

334 Linda Y C Lim, World Scientific Series on Singapore’s 
50 Years of Nation-Building: Singapore’s Economic 
Development: Retrospection and Reflections, University 
of Michigan, February 2016, www.worldscientific.com/
worldscibooks/10.1142/9798; Kent E. Calder, “Singapore: 
Smart City, Smart State,” Brookings Institution Press, , 
2016, www.jstor.org/stable/10.7864/j.ctt1hfr2dc; Jun Jie 
Woo, “Technology and Governance in Singapore’s Smart 
Nation Initiative.” 

335 Derek da Cunha, Breakthrough” Roadmap for Singapore’s 
Political Future, Singapore: Straits Times Press, 2012, 
https://ipscommons.sg/breakthrough-roadmap-for-
singapores-political-future; Jun Jie Woo, “Technology and 
Governance in Singapore’s Smart Nation Initiative.” 

336 Derek da Cunha, Breakthrough” Roadmap for Singapore’s 
Political Future; Kenneth Paul Tan, “Singapore in 2011: 
A ‘New Normal’ in Politics?,” Asian Survey 52, 2012,  
https://doi.org/10.1525/as.2012.52.1.220.

337 Tang See Kit, “Singapore rolls out national strategy 
on artificial intelligence for ‘impactful’ social, economic 
benefits,” CAN, November 13, 2019, www.channelnewsasia.
com/singapore/singapore-national-strategy-ai-economic-
benefits-heng-swee-keat-849691.

338 Ibid. 

339 Sachin Chitturu, Diaan-Yi Lin, Kevin Sneader, Oliver Tonby, 
and Jonathan Woetzel, “Artificial Intelligence and Southeast 
Asia’s Future,” McKinsey Global Institute, September 2018, 
www.mckinsey.com/~/media/mckinsey/featured%20
insights/artificial%20intelligence/ai%20and%20se%20
asia%20future/artificial-intelligence-and-southeast-asias-
future.ashx. 

340 “AI is the Future of Growth,” Accenture, 2017,  
www.accenture.com/_acnmedia/pdf-57/accenture- 
ai-economic-growth-infographic.pdf. 

341 Jun Jie Woo, “Technology and Governance in Singapore’s 
Smart Nation Initiative.” 

342 Yasmine Yahy, “Insurance start-up PolicyPal graduates 
from MAS fintech regulatory sandbox,” The Straits 
Times, August 29, 2017, www.straitstimes.com/business/
companies-markets/insurance-start-up-policypal-
graduates-from-mas-fintech-regulatory.

343 Julien de Salaberry, “The Case for a HealthTech 
Regulatory Sandbox in Singapore,” Galen Growth Asia, 
February 10, 2017, www.galengrowth.asia/2017/02/13/the-
case-for-a-healthtech-regulatory-sandbox-in-singapore. 

344 Yip Wai Yee, “IMDA partners Austrade to develop smart 
estates solutions for the community,” The Straits Times, 
June 4, 2019, www.straitstimes.com/singapore/imda-
partners-austrade-to-develop-smart-estates-solutions- 
for-the-community. 

345 https://govinsider.asia/cyber-september/securing-
singapores-smart-future-one-lamp-post-at-a-time-
logrhythm.

346 Nydia Remolina and Josephine Seah, “How to Address 
the AI Governance Discussion? What Can We Learn 
from Singapore’s AI Strategy?,” SMU Centre for AI & Data 
Governance, Research Paper No. 2019/03, July 19, 2019, 
http://dx.doi.org/10.2139/ssrn.3444024. 

347 Ibid. 

348 “Model Artificial Intelligence Governance Framework: 
Second Edition,” Info-communications Media Development 
Authority and Personal Data Protection Commission, 2020, 
www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-
for-organisation/ai/sgmodelaigovframework2.ashx. 

349 “Model Artificial Intelligence Governance Framework: 
Second Edition,” Info-communications Media Development 
Authority and Personal Data Protection Commission, 15.

350 Ibid.

https://link.springer.com/article/10.1057/palgrave.ejis.3000479
https://link.springer.com/article/10.1057/palgrave.ejis.3000479
https://doi.org/10.1177/1461444806065661
https://doi.org/10.1177/1461444806065661
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAl
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAl
https://dash.harvard.edu/bitstream/handle/1/42372461/282181_hvd_ash_paper_jj_woo.pdf?sequence=1&isAl
https://www.worldscientific.com/worldscibooks/10.1142/9798
https://www.worldscientific.com/worldscibooks/10.1142/9798
https://www.jstor.org/stable/10.7864/j.ctt1hfr2dc
https://ipscommons.sg/breakthrough-roadmap-for-singapores-political-future
https://ipscommons.sg/breakthrough-roadmap-for-singapores-political-future
https://doi.org/10.1525/as.2012.52.1.220
https://www.channelnewsasia.com/singapore/singapore-national-strategy-ai-economic-benefits-heng-swee
https://www.channelnewsasia.com/singapore/singapore-national-strategy-ai-economic-benefits-heng-swee
https://www.channelnewsasia.com/singapore/singapore-national-strategy-ai-economic-benefits-heng-swee
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/artificial%20intelligence/ai%20and%20s
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/artificial%20intelligence/ai%20and%20s
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/artificial%20intelligence/ai%20and%20s
https://www.mckinsey.com/~/media/mckinsey/featured%20insights/artificial%20intelligence/ai%20and%20s
https://www.accenture.com/_acnmedia/pdf-57/accenture-ai-economic-growth-infographic.pdf
https://www.accenture.com/_acnmedia/pdf-57/accenture-ai-economic-growth-infographic.pdf
https://www.straitstimes.com/business/companies-markets/insurance-start-up-policypal-graduates-from-
https://www.straitstimes.com/business/companies-markets/insurance-start-up-policypal-graduates-from-
https://www.straitstimes.com/business/companies-markets/insurance-start-up-policypal-graduates-from-
https://www.galengrowth.asia/2017/02/13/the-case-for-a-healthtech-regulatory-sandbox-in-singapore
https://www.galengrowth.asia/2017/02/13/the-case-for-a-healthtech-regulatory-sandbox-in-singapore
https://www.straitstimes.com/singapore/imda-partners-austrade-to-develop-smart-estates-solutions-for
https://www.straitstimes.com/singapore/imda-partners-austrade-to-develop-smart-estates-solutions-for
https://www.straitstimes.com/singapore/imda-partners-austrade-to-develop-smart-estates-solutions-for
https://govinsider.asia/cyber-september/securing-singapores-smart-future-one-lamp-post-at-a-time-log
https://govinsider.asia/cyber-september/securing-singapores-smart-future-one-lamp-post-at-a-time-log
https://govinsider.asia/cyber-september/securing-singapores-smart-future-one-lamp-post-at-a-time-log
http://dx.doi.org/10.2139/ssrn.3444024
http://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx
http://www.pdpc.gov.sg/-/media/files/pdpc/pdf-files/resource-for-organisation/ai/sgmodelaigovframework2.ashx


1 6 5ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

351 “Singapore’s Approach to AI Governance,” Personal 
Protection Data Commission Singapore, June 1, 2022,  
www.pdpc.gov.sg/help-and-resources/2020/01/model- 
ai-governance-framework. 

352 “Veritas Initiative Addresses Implementation Challenges 
in the Responsible Use of Artificial Intelligence and Data 
Analytics,” Monetary Authority of Singapore, January 6, 2021, 
www.mas.gov.sg/news/media-releases/2021/veritas-
initiative-addresses-implementation-challenges. 

353 Dr. Peter Lovelock, Dr. Peter leong, Dr. Jasmine Begum, 
Jishu Basak, “Artificial Intelligence Standards and Trade in 
ASEAN,” IIC Webinar, Singapore Chapter, February 25, 2021, 
www.iicom.org/wp-content/uploads/Singapore-Chapter-
Report-25.02.21-AI-standards-and-trade-in-ASEAN.pdf. 

354 Ibid. 

355 Joe Devanesan, “Is Singapore facing a tech talent crunch?,” 
Techwire Asia, September 22, 2020, https://techwireasia.
com/2020/09/is-singapore-facing-a-tech-talent-crunch. 

356 Manoj Harjani, Dymples Leong, and Teo Yi-Ling, “Artificial 
Intelligence: Sustaining Singapore’s AI Ambitions,” RSIS, 
November 24, 2020, www.rsis.edu.sg/rsis-publication/cens/
artificial-intelligence-sustaining-singapores-ai-ambitions/#.
YlJWTtPMKQc. 

357 “Future of Work: The Global Talent Crunch: Country 
Perspective: Singapore,” Korn Ferry, 2018, https://focus.
kornferry.com/wp-content/uploads/2015/02/KF-Talent-
Crunch-Country-Report-Singapore-Digital.pdf. 

358 Lester Wong, “Grab fined $10,000 for fourth data 
privacy breach in S’pore in two years,” The Strait Times, 
September 14, 2020, www.straitstimes.com/tech/grab-fined-
10000-for-fourth-data-privacy-breach-in-two-years. 

359 Lim Min Zhang, “Rules urgently needed for cyber, AI and 
other emerging domains amid growing threat of cyber 
attacks: Ng Eng Hen,” The Straits Times, October 12, 2021, 
www.straitstimes.com/singapore/rules-urgently-needed-
for-cyber-ai-and-other-emerging-domains-amid-growing-
threat-of-cyber. 

360 Ibid. 

361 Jun Jie Woo, “Technology and Governance in Singapore’s 
Smart Nation Initiative.”

362 Manoj Harjani, “Facial Recognition: More Peril than Promise,” 
RSIS, February 10, 2021, www.rsis.edu.sg/rsis-publication/
rsis/facial-recognition-more-peril-than-promise/#.
YlJU09PMKQd. 

363 Ibid. 

364 “Model Artificial Intelligence Governance Framework: 
Second Edition,” Info-communications Media Development 
Authority and Personal Data Protection Commission, 10.

365 Manoj Harjani, “Singapore’s AI ‘Living Lab’: Safety Rules 
Essential,” RSIS, September 28, 2021, www.rsis.edu.sg/
rsis-publication/rsis/singapores-ai-living-lab-safety-rules-
essential/#.YlJLN9PMKQc. 

366 Ibid.

367 Report on Criminal Liability, Robotics and AI Systems, 
Singapore Academy of Law: Law Reform Committee, 
2021, www.sal.org.sg/sites/default/files/SAL-LawReform-
Pdf/2021-02/2021%20Report%20on%20Criminal%20
Liability%20Robotics%20%26%20AI%20Systems.pdf. 

368 Ibid., 46.

369 “Public Views About Science in Singapore,” Pew Research 
Center, September 29, 2020, www.pewresearch.org/science/
fact-sheet/public-views-about-science-in-singapore. 

370 Ibid. 

371 “Composition of the Advisory Council on Ethical Use of 
Artificial Intelligence (“AI”) and Data,” Infocommunication 
Media Development Authority, May 26, 2019, www.imda.gov.
sg/news-and-events/Media-Room/Media-Releases/2018/
composition-of-the-advisory-council-on-the-ethical-use-of-
ai-and-data.

372 “Annex A: Council Members of the Advisory Council on 
the Ethical Use of AI and Data,” Infocommunication Media 
Development Authority, www.imda.gov.sg/-/media/Imda/
Files/About/Media-Releases/2018/Annex-A---Council-
Members-of-the-Advisory-Council-on-the-Ethical-use-of-AI-
and-Data.pdf.

373 Stakeholder consultation. 

374 Tan Weizhen, “The Big Read: Speed bumps hinder 
Singapore’s Smart Nation drive,” Today, April 14, 2017,  
www.todayonline.com/singapore/big-read-speed-bumps-
hinder-singapores-smart-nation-drive; Jun Jie Woo, 
“Technology and Governance in Singapore’s Smart  
Nation Initiative.”

375 Jun Jie Woo, “Technology and Governance in Singapore’s 
Smart Nation Initiative.” 

376 Stakeholder consultation. 

https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.pdpc.gov.sg/help-and-resources/2020/01/model-ai-governance-framework
https://www.mas.gov.sg/news/media-releases/2021/veritas-initiative-addresses-implementation-challeng
https://www.mas.gov.sg/news/media-releases/2021/veritas-initiative-addresses-implementation-challeng
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in
https://www.iicom.org/wp-content/uploads/Singapore-Chapter-Report-25.02.21-AI-standards-and-trade-in
https://techwireasia.com/2020/09/is-singapore-facing-a-tech-talent-crunch
https://techwireasia.com/2020/09/is-singapore-facing-a-tech-talent-crunch
https://www.rsis.edu.sg/rsis-publication/cens/artificial-intelligence-sustaining-singapores-ai-ambit
https://www.rsis.edu.sg/rsis-publication/cens/artificial-intelligence-sustaining-singapores-ai-ambit
https://www.rsis.edu.sg/rsis-publication/cens/artificial-intelligence-sustaining-singapores-ai-ambit
https://focus.kornferry.com/wp-content/uploads/2015/02/KF-Talent-Crunch-Country-Report-Singapore-Dig
https://focus.kornferry.com/wp-content/uploads/2015/02/KF-Talent-Crunch-Country-Report-Singapore-Dig
https://focus.kornferry.com/wp-content/uploads/2015/02/KF-Talent-Crunch-Country-Report-Singapore-Dig
https://www.straitstimes.com/tech/grab-fined-10000-for-fourth-data-privacy-breach-in-two-years
https://www.straitstimes.com/tech/grab-fined-10000-for-fourth-data-privacy-breach-in-two-years
http://www.straitstimes.com/singapore/rules-urgently-needed-for-cyber-ai-and-other-emerging-domains-amid-growing-threat-of-cyber
http://www.straitstimes.com/singapore/rules-urgently-needed-for-cyber-ai-and-other-emerging-domains-amid-growing-threat-of-cyber
http://www.straitstimes.com/singapore/rules-urgently-needed-for-cyber-ai-and-other-emerging-domains-amid-growing-threat-of-cyber
https://www.rsis.edu.sg/rsis-publication/rsis/facial-recognition-more-peril-than-promise/#.YlJU09PMK
https://www.rsis.edu.sg/rsis-publication/rsis/facial-recognition-more-peril-than-promise/#.YlJU09PMK
https://www.rsis.edu.sg/rsis-publication/rsis/facial-recognition-more-peril-than-promise/#.YlJU09PMK
https://www.rsis.edu.sg/rsis-publication/rsis/singapores-ai-living-lab-safety-rules-essential/#.YlJL
https://www.rsis.edu.sg/rsis-publication/rsis/singapores-ai-living-lab-safety-rules-essential/#.YlJL
https://www.rsis.edu.sg/rsis-publication/rsis/singapores-ai-living-lab-safety-rules-essential/#.YlJL
http://www.sal.org.sg/sites/default/files/SAL-LawReform-Pdf/2021-02/2021%20Report%20on%20Criminal%20Liability%20Robotics%20%26%20AI%20Systems.pdf
http://www.sal.org.sg/sites/default/files/SAL-LawReform-Pdf/2021-02/2021%20Report%20on%20Criminal%20Liability%20Robotics%20%26%20AI%20Systems.pdf
http://www.sal.org.sg/sites/default/files/SAL-LawReform-Pdf/2021-02/2021%20Report%20on%20Criminal%20Liability%20Robotics%20%26%20AI%20Systems.pdf
http://www.pewresearch.org/science/fact-sheet/public-views-about-science-in-singapore
http://www.pewresearch.org/science/fact-sheet/public-views-about-science-in-singapore
https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2018/composition-of-the-advisory-c
https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2018/composition-of-the-advisory-c
https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2018/composition-of-the-advisory-c
https://www.imda.gov.sg/news-and-events/Media-Room/Media-Releases/2018/composition-of-the-advisory-c
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/Annex-A---Council-Members-of-th
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/Annex-A---Council-Members-of-th
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/Annex-A---Council-Members-of-th
https://www.imda.gov.sg/-/media/Imda/Files/About/Media-Releases/2018/Annex-A---Council-Members-of-th
https://www.todayonline.com/singapore/big-read-speed-bumps-hinder-singapores-smart-nation-drive
https://www.todayonline.com/singapore/big-read-speed-bumps-hinder-singapores-smart-nation-drive


1 6 6 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

377 Gerald Tjan, “What Are the Challenges and Opportunities 
Ahead for Singapore SMEs?,” Sales Force, April 7, 2022, 
www.salesforce.com/ap/blog/2022/04/challenges-
opportunities-singapore-smes.html. 

378 Atiqah Mokhtar, “Singapore SMEs lead US and UK  
in tech adoption: Xero,” The Edge, November 22, 2021,  
www.theedgesingapore.com/news/disruption-and-
digitalisation/singapore-smes-lead-us-and-uk-tech-
adoption-xero. 

379 “What’s Happening,” Infocomm Media Development 
Authority, accessed June 5, 2022, www.imda.gov.sg/
digitalforlife/Get-Involved. 

380 “SG Women in Tech,” SG Women in Tech, accessed June 5, 
2022, www.sgwomenintech.sg. 

381 “Businesswomen Grow Economies Singapore is Next: 
the S$95 billion opportunity,” Accenture, 2020,  
www.accenture.com/_acnmedia/PDF-135/Accenture-
Businesseswomen-Grow-Economies-Singapore-Next.pdf.

382 Ibid., 4.

383 Stakeholder consultation.

384 Stakeholder consultation.

385 Jenna Hennebry and Hari KC, Quarantined? Xenophobia 
and migrant workers during the COVID-19 pandemic, 
Geneva: International Organization for Migration, 2020,  
4–5, https://publications.iom.int/system/files/pdf/
quarantined.pdf. 

386 Jenna Hennebry and Hari KC, Quarantined? Xenophobia and 
migrant workers during the COVID-19 pandemic, 5.

387 Stakeholder consultation.

388 Stakeholder consultation.

389 Stakeholder consultation.

390 Stakeholder consultation.

391 Stakeholder consultation.

392 Stakeholder consultation.

393 Stakeholder consultation.

394 Stakeholder consultation.

395 Stakeholder consultation.

396 Stakeholder consultation.

397 Stakeholder consultation.

398 “Global Cross – Border Privacy Rules Declaration,” U.S. 
Department of Commerce, www.commerce.gov/global-
cross-border-privacy-rules-declaration. 

399 Asanee Kawtrakul and Prasong Praneetpolgrang, 
“A History of AI Research and Development in Thailand: 
Three Periods, Three Directions,” AI Magazine, Summer 2014, 
83–92. https://ojs.aaai.org/index.php/aimagazine/article/
view/2522/2430.

400 “Policy Council Approved the 2023–2027 Policy and Strategy 
for Higher Education, Science, Research and Innovation,” 
Office of National Higher Education Science Research and 
Innovation Council, July 27, 2021, www.nxpo.or.th/th/en/8320. 

401 Ibid.

402 “Thailand National AI Strategy and Action Plan,” OECD.AI 
Policy Observatory, accessed June 6, 2022, https://oecd.ai/
en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.
org%2F2021-data-policyInitiatives-27299. 

403 Ibid.

404 Suchit Leesa-Nguansuk, “Nectec Head Targets 
National AI Strategy,” Bangkok Post, March 15, 2022,  
www.bangkokpost.com/tech/2279251/nectec-head- 
targets-national-ai-strategy. 

405 “The 20-Year National Strategic Plan,” Thai Health 2017, 
accessed June 6, 2022, www.hiso.or.th/hiso/picture/
reportHealth/ThaiHealth2017/eng2017_16.pdf. 

406 National Strategy 2018–2037 (Unofficial translation), Office 
of the National Economic and Social Development Board, 
Office of the Prime Minister, accessed June 6, 2022, 2, 
http://nscr.nesdb.go.th/wp-content/uploads/2019/10/
National-Strategy-Eng-Final-25-OCT-2019.pdf.

407 Ibid., 38.

408 The Twelfth National Economic and Social Development 
Plan (2017–2021), Office of the National Economic and Social 
Development Board, Office of the Prime Minister, accessed 
June 6, 2022, www.oneplanetnetwork.org/sites/default/files/
thailand_national_economic_and_social_development_
plan_nesdp.pdf.

409 Alita Sharon, “Thailand Drafts Ethics Guidelines for AI,” 
OpenGovAsia, November 4, 2019, https://opengovasia.com/
thailand-drafts-ethics-guidelines-for-ai. 

410 Ibid.

411 Ibid.

https://www.salesforce.com/ap/blog/2022/04/challenges-opportunities-singapore-smes.html
https://www.salesforce.com/ap/blog/2022/04/challenges-opportunities-singapore-smes.html
https://www.theedgesingapore.com/news/disruption-and-digitalisation/singapore-smes-lead-us-and-uk-te
https://www.theedgesingapore.com/news/disruption-and-digitalisation/singapore-smes-lead-us-and-uk-te
https://www.theedgesingapore.com/news/disruption-and-digitalisation/singapore-smes-lead-us-and-uk-te
https://www.imda.gov.sg/digitalforlife/Get-Involved
https://www.imda.gov.sg/digitalforlife/Get-Involved
https://www.sgwomenintech.sg
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.
https://www.accenture.com/_acnmedia/PDF-135/Accenture-Businesseswomen-Grow-Economies-Singapore-Next.
https://publications.iom.int/system/files/pdf/quarantined.pdf
https://publications.iom.int/system/files/pdf/quarantined.pdf
https://www.commerce.gov/global-cross-border-privacy-rules-declaration
https://www.commerce.gov/global-cross-border-privacy-rules-declaration
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://ojs.aaai.org/index.php/aimagazine/article/view/2522/2430
https://www.nxpo.or.th/th/en/8320
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiati
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiati
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiati
https://www.bangkokpost.com/tech/2279251/nectec-head-targets-national-ai-strategy
https://www.bangkokpost.com/tech/2279251/nectec-head-targets-national-ai-strategy
https://www.hiso.or.th/hiso/picture/reportHealth/ThaiHealth2017/eng2017_16.pdf.
https://www.hiso.or.th/hiso/picture/reportHealth/ThaiHealth2017/eng2017_16.pdf.
http://nscr.nesdb.go.th/wp-content/uploads/2019/10/National-Strategy-Eng-Final-25-OCT-2019.pdf
http://nscr.nesdb.go.th/wp-content/uploads/2019/10/National-Strategy-Eng-Final-25-OCT-2019.pdf
https://www.oneplanetnetwork.org/sites/default/files/thailand_national_economic_and_social_developme
https://www.oneplanetnetwork.org/sites/default/files/thailand_national_economic_and_social_developme
https://www.oneplanetnetwork.org/sites/default/files/thailand_national_economic_and_social_developme
https://opengovasia.com/thailand-drafts-ethics-guidelines-for-ai/
https://opengovasia.com/thailand-drafts-ethics-guidelines-for-ai/


1 6 7ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

412 Suchit Leesa-Nguansuk, “National AI Ethics Going  
to Cabinet,” Bangkok Post, November 17, 2020,  
www.bangkokpost.com/tech/2020635/national-ai-ethics-
going-to-cabinet. 

413 “Agenda 2: Development of Technology Cluster and 
Future Industries,” Royal Thai Embassy, Washington, D.C., 
accessed June 6, 2022, https://thaiembdc.org/agenda-2-
development-of-technology-cluster-and-future-industries. 

414 Suchit Leesa-Nguansuk, “Powering Up on AI,” Bangkok Post, 
January 21, 2019, www.bangkokpost.com/tech/1614790/
powering-up-on-ai. 

415 “AI and Robotics Growing Rapidly in Thailand,” Royal  
Thai Embassy, Washington, D.C., accessed June 6, 2022, 
https://thaiembdc.org/2021/04/28/ai-and-robotics-
growing-rapidly-in-thailand. 

416 Ibid.

417 Ibid.

418 Alita Sharon, “The Future and Adoption Strategies  
of AI in Thailand,” OpenGovAsia, January 21, 2019,  
https://opengovasia.com/the-future-and-adoption-
strategies-of-ai-in-thailand. 

419 “Thailand: A Vision for the Future,” Forbes, October 31, 2018, 
www.forbes.com/custom/2018/10/30/thailand-a-vision- 
for-the-future. 

420 “Developing ASEAN’s Smart Cities,” The ASEAN Post, 
January 24, 2021, https://theaseanpost.com/article/
developing-thailands-smart-cities#:~:text=Several%20
cities%20in%20seven%20provinces,Rayong%2C%20
Bangkok%2C%20and%20Chachoengsao. 

421 “Thailand: A Vision for the Future.” 

422 “New Research Center Aims to Offer Readymade  
AI Solutions to All Sectors,” The Nation, April 8, 2022,  
https://www.nationthailand.com/pr-news/
business/40014357.

423 Ibid.

424 Joe Devanesan, “How IBM is Boosting AI Automation 
for SMEs Across Thailand,” Tech Wire Asia, July 16, 2020, 
https://techwireasia.com/2020/07/how-ibm-is-boosting-ai-
automation-for-smes-across-thailand. 

425 Asanee Kawtrakul and Prasong Praneetpolgrang, “A History 
of AI Research and Development in Thailand,” 84.

426 Ibid., 84–85.

427 Ibid., 84.

428 Ibid., 87–89.

429 Ibid., 91.

430 Ibid., 91.

431 “Thailand Embraces Artificial Intelligence,” Rebellion 
Research, July 6, 2020, https://blog.rebellionresearch.com/
blog/thailand-embraces-artificial-intelligence. 

432 Ibid.

433 Asanee Kawtrakul and Prasong Praneetpolgrang, “A History 
of AI Research and Development in Thailand.”

434 “Why Thailand Plans to Invest Billions in Smart Farming 
Initiatives in 2020,” Tech Wire Asia, November 13, 2019, 
https://techwireasia.com/2019/11/why-thailand-is-investing-
in-smart-farming-in-2020. 

435 Christine Tan, “Thailand Start-Up Says It’s Boosting Crop 
Yields with App for Farmers,” CNBC, November 28, 2021, 
www.cnbc.com/2021/11/29/thailand-start-up-ricult-has-
mobile-app-designed-to-boost-crop-yields.html. 

436 Ashim Neupane, “Alum Determined to Change Thai Farming 
Landscape with Technology,” Asian Institute of Technology, 
July 26, 2020, www.ait.ac.th/2020/07/ait-alum-determined-
to-change-thai-farming-landscape-with-technology. 

437 Mapping Poverty through Data Integration and Artificial 
Intelligence, Asia Development Bank, September 2020, 
35, www.adb.org/sites/default/files/publication/630406/
mapping-poverty-ki2020-supplement.pdf.

438 Ibid., 36.

439 Nqaba Matshazi, “Thai City, Khon Khaen Launches 
Innovative Smart Health Solutions,” Healthcare Weekly, 
November 8, 2018, https://healthcareweekly.com/khon-
kaen-launches-innovative-smart-health-solutions. 

440 Joe Devanesan, “Thailand Soars Ahead with 5G  
Rollout in Southeast Asia,” Tech Wire Asia, June 11, 2020, 
https://techwireasia.com/2020/06/thailand-soars-ahead-
with-5g-rollout-in-southeast-asia. 

441 Suchit Leesa-Nguansuk, Lamonphet Apisitniran,  
and Ranjana Wangvipula, “Tech to Offer Better  
Health Outcomes,” Bangkok Post, October 2, 2021,  
www.bangkokpost.com/business/2191111/tech-to-offer-
better-health-outcomes. 

https://www.bangkokpost.com/tech/2020635/national-ai-ethics-going-to-cabinet
https://www.bangkokpost.com/tech/2020635/national-ai-ethics-going-to-cabinet
https://thaiembdc.org/agenda-2-development-of-technology-cluster-and-future-industries
https://thaiembdc.org/agenda-2-development-of-technology-cluster-and-future-industries
https://www.bangkokpost.com/tech/1614790/powering-up-on-ai
https://www.bangkokpost.com/tech/1614790/powering-up-on-ai
https://thaiembdc.org/2021/04/28/ai-and-robotics-growing-rapidly-in-thailand
https://thaiembdc.org/2021/04/28/ai-and-robotics-growing-rapidly-in-thailand
https://opengovasia.com/the-future-and-adoption-strategies-of-ai-in-thailand
https://opengovasia.com/the-future-and-adoption-strategies-of-ai-in-thailand
https://www.forbes.com/custom/2018/10/30/thailand-a-vision-for-the-future
https://www.forbes.com/custom/2018/10/30/thailand-a-vision-for-the-future
https://theaseanpost.com/article/developing-thailands-smart-cities#:~:text=Several%20cities%20in%20s
https://theaseanpost.com/article/developing-thailands-smart-cities#:~:text=Several%20cities%20in%20s
https://theaseanpost.com/article/developing-thailands-smart-cities#:~:text=Several%20cities%20in%20s
https://theaseanpost.com/article/developing-thailands-smart-cities#:~:text=Several%20cities%20in%20s
https://www.nationthailand.com/pr-news/business/40014357
https://www.nationthailand.com/pr-news/business/40014357
https://techwireasia.com/2020/07/how-ibm-is-boosting-ai-automation-for-smes-across-thailand
https://techwireasia.com/2020/07/how-ibm-is-boosting-ai-automation-for-smes-across-thailand
https://blog.rebellionresearch.com/blog/thailand-embraces-artificial-intelligence
https://blog.rebellionresearch.com/blog/thailand-embraces-artificial-intelligence
https://techwireasia.com/2019/11/why-thailand-is-investing-in-smart-farming-in-2020
https://techwireasia.com/2019/11/why-thailand-is-investing-in-smart-farming-in-2020
https://www.cnbc.com/2021/11/29/thailand-start-up-ricult-has-mobile-app-designed-to-boost-crop-yield
https://www.cnbc.com/2021/11/29/thailand-start-up-ricult-has-mobile-app-designed-to-boost-crop-yield
https://www.ait.ac.th/2020/07/ait-alum-determined-to-change-thai-farming-landscape-with-technology
https://www.ait.ac.th/2020/07/ait-alum-determined-to-change-thai-farming-landscape-with-technology
https://www.adb.org/sites/default/files/publication/630406/mapping-poverty-ki2020-supplement.pdf
https://www.adb.org/sites/default/files/publication/630406/mapping-poverty-ki2020-supplement.pdf
https://healthcareweekly.com/khon-kaen-launches-innovative-smart-health-solutions
https://healthcareweekly.com/khon-kaen-launches-innovative-smart-health-solutions
https://techwireasia.com/2020/06/thailand-soars-ahead-with-5g-rollout-in-southeast-asia
https://techwireasia.com/2020/06/thailand-soars-ahead-with-5g-rollout-in-southeast-asia
https://www.bangkokpost.com/business/2191111/tech-to-offer-better-health-outcomes
https://www.bangkokpost.com/business/2191111/tech-to-offer-better-health-outcomes


1 6 8 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

442 Sean Nolan, “Tech on Trial: Digital Tools in Thailand’s 
Courts,” GovInsider, November 12, 2021, https://govinsider.
asia/intelligence/tech-on-trial-digital-tools-in-thailands-
courts-office-of-the-judiciary-thailand. 

443 Nattaya Chetchotiros, “Let Humans Judge, Not AI,” Bangkok 
Post, November 25, 2019, www.bangkokpost.com/thailand/
general/1801274/let-humans-judge-not-ai. 

444 Ibid. 

445 “Thailand 4.0: In Sight but Not in Reach,” Economist  
Intelligence, November 16, 2017, https://country.eiu.com/ 
article.aspx?articleid=1746126758&Country=Thailand& 
topic=Economy. 

446 Eijas Ariffin, “Disruptive Technology Could Cost Thai Jobs,” 
The ASEAN Post, October 31, 2018, https://theaseanpost.
com/article/disruptive-technology-could-cost-thai-jobs. 

447 Jae-Hee Chang and Phu Huynh, ASEAN in Transformation: 
The Future of Jobs at Risk of Automation, Geneva: ILO, 2016, 
16, www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---
act_emp/documents/publication/wcms_579554.pdf.

448 “Labour Risks Going Under Amid AI Wave,” Bangkok Post, 
November 27, 2017, www.bangkokpost.com/tech/1367471/
labour-risks-going-under-amid-ai-wave. 

449 Rachaniphorn Ngotngamwong, “Artificial Intelligence and 
Its Impacts on Employability,” Human Behavior, Development 
and Society 21, no. 2, June 2020, https://so01.tci-thaijo.org/
index.php/hbds/article/download/230753/164140.

450 Thornthawat Thongnab, “Microsoft Showcases AI 
Capabilities in Thailand, Sets Stage for Platform Leadership 
to Empower Every Person and Organization,” Microsoft, 
November 28, 2018, https://news.microsoft.com/th-th/ 
2018/11/28/futurenow_ai_en. 

451 Ibid.

452 Rachaniphorn Ngotngamwong, “Artificial Intelligence and  
Its Impacts on Employability. 

453 Ibid.

454 Jae-Hee Chang and Phu Huynh, ASEAN in Transformation: 
The Future of Jobs at Risk of Automation, Geneva: ILO, 
2016, 20. 

455 Ibid., 5.

456 Umair Jamal, “Understanding the Thai Military’s Use 
of AI for Surveillance against Malay Muslims,” ASEAN 
Today, May 26, 2021, www.aseantoday.com/2020/12/
understanding-the-thai-militarys-use-of-ai-for-surveillance-
against-malay-muslims. 

457 Gerard McDermott, “Thailand’s Creeping Digital 
Authoritarianism,” The Diplomat, February 17, 2021,  
https://thediplomat.com/2021/02/thailands-creeping-
digital-authoritarianism.

458 Chanatip Tatiyakaroonwong, “The Patani Panopticon: 
Biometrics in Thailand’s Deep South,” New Mandala, 
May 27, 2020, www.newmandala.org/the-patani-panopticon-
biometrics-in-thailands-deep-south. 

459 Ibid. 

460 Jonathan Shaw, “The Watchers: Assaults on Privacy in 
America,” Harvard Magazine, January–February 2017,  
www.harvardmagazine.com/2017/01/the-watchers. 

461 Pinkaew Laungaramsri, “Mass Surveillance and the 
Militarization of Cyberspace in Post-Coup Thailand,”  
Austrian Journal of Southeast Asian Studies 9, no. 2, 2016,  
210, https://aseas.univie.ac.at/index.php/aseas/article/
view/2648.

462 Gerard McDermott, “Thailand’s Creeping Digital 
Authoritarianism.”

463 Sonraj Hongladarom, “The Thailand National AI 
Ethics Guideline: An Analysis,” Journal of Information, 
Communication and Ethics in Society 19, no. 4, 2021, 
488, www.emerald.com/insight/content/doi/10.1108/
JICES-01-2021-0005/full/html.

464 Ibid.

465 Ibid., 489. 

466 Stakeholder consultation.

467 Stakeholder consultation.

468 Stakeholder consultation.

469 Stakeholder consultation.

470 Stakeholder consultation.

471 Thornthawat Thongnab, “Microsoft Showcases AI 
Capabilities in Thailand.”

https://govinsider.asia/intelligence/tech-on-trial-digital-tools-in-thailands-courts-office-of-the-j
https://govinsider.asia/intelligence/tech-on-trial-digital-tools-in-thailands-courts-office-of-the-j
https://govinsider.asia/intelligence/tech-on-trial-digital-tools-in-thailands-courts-office-of-the-j
https://www.bangkokpost.com/thailand/general/1801274/let-humans-judge-not-ai
https://www.bangkokpost.com/thailand/general/1801274/let-humans-judge-not-ai
https://country.eiu.com/article.aspx?articleid=1746126758&Country=Thailand&topic=Economy
https://country.eiu.com/article.aspx?articleid=1746126758&Country=Thailand&topic=Economy
https://country.eiu.com/article.aspx?articleid=1746126758&Country=Thailand&topic=Economy
https://theaseanpost.com/article/disruptive-technology-could-cost-thai-jobs
https://theaseanpost.com/article/disruptive-technology-could-cost-thai-jobs
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579554
https://www.ilo.org/wcmsp5/groups/public/---ed_dialogue/---act_emp/documents/publication/wcms_579554
https://www.bangkokpost.com/tech/1367471/labour-risks-going-under-amid-ai-wave
https://www.bangkokpost.com/tech/1367471/labour-risks-going-under-amid-ai-wave
https://so01.tci-thaijo.org/index.php/hbds/article/download/230753/164140
https://so01.tci-thaijo.org/index.php/hbds/article/download/230753/164140
https://news.microsoft.com/th-th/2018/11/28/futurenow_ai_en
https://news.microsoft.com/th-th/2018/11/28/futurenow_ai_en
https://www.aseantoday.com/2020/12/understanding-the-thai-militarys-use-of-ai-for-surveillance-again
https://www.aseantoday.com/2020/12/understanding-the-thai-militarys-use-of-ai-for-surveillance-again
https://www.aseantoday.com/2020/12/understanding-the-thai-militarys-use-of-ai-for-surveillance-again
https://thediplomat.com/2021/02/thailands-creeping-digital-authoritarianism
https://thediplomat.com/2021/02/thailands-creeping-digital-authoritarianism
https://www.newmandala.org/the-patani-panopticon-biometrics-in-thailands-deep-south
https://www.newmandala.org/the-patani-panopticon-biometrics-in-thailands-deep-south
https://www.harvardmagazine.com/2017/01/the-watchers
https://aseas.univie.ac.at/index.php/aseas/article/view/2648
https://aseas.univie.ac.at/index.php/aseas/article/view/2648
https://www.emerald.com/insight/content/doi/10.1108/JICES-01-2021-0005/full/html
https://www.emerald.com/insight/content/doi/10.1108/JICES-01-2021-0005/full/html


1 6 9ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

472 “Invitation to Apply for Funding for ‘Youth-led Projects in AI 
Ethics,” UNESCO Bangkok, June 7, 2021, https://bangkok.
unesco.org/content/invitation-apply-funding-youth-led-
projects-ai-ethics. 

473 “Ethics of S&T,” Office of National Higher Education Science 
Research and Innovation Council, accessed June 6, 2021, 
www.nxpo.or.th/th/en/ethics-of-st. 

474 Soon Ghee Chua and Nikolai Dobberstein, “Racing Toward 
the Future: Artificial Intelligence in Southeast Asia,” Kearney, 
accessed June 1, 2022, www.kearney.com/digital/article/ 
?/a/racing-toward-the-future-artificial-intelligence-in-
southeast-asia. 

475 “Decision No. 127/QD-TTg 2021 National Strategy for 
Artificial Intelligence Research through 2030,” LuatVietnam, 
January 26, 2021, https://english.luatvietnam.vn/decision-
no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-
on-the-promulgation-of-the-national-strategy-on-research-
development-and-applica-197755-Doc1.html. 

476 Phuong Nguyen, “’Make in Vietnam’ campaign targets top 
30 IT status,” VNExpress, May 8, 2019, https://e.vnexpress.
net/news/business/industries/make-in-vietnam-campaign-
targets-top-30-it-status-3920371.html. 

477 “Make in Vietnam, by Vietnam for a fresh digital orientation,” 
Vietnam Investment Review, December 31, 2020,  
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh- 
digital-orientation-81780.html#:~:text=%E2%80%9CMake% 
20in%20Vietnam%E2%80%9D%20is%20a,export%20to%20
other%20international%20markets. 

478 “Viettel AI Open Platform: Shaping a digital society on 
artificial intelligence platform,” Viettel, accessed June 1, 2022, 
https://viettelgroup.ai/en. 

479 “Zalo Debuts First Vietnamese AI Assistant Named Kiki,” 
Saigoneer Soceity, January 19, 2021, https://saigoneer.com/
saigon-technology/19872-zalo-debuts-first-vietnamese-ai-
assistant-named-kiki. 

480 “Change the Language of Google Assistant,” Google Nest 
Help, Accessed June 1, 2022, https://support.google.com/
googlenest/answer/7550584?hl=en&co=GENIE.Platform
%3DAndroid#zippy=%2Cgoogle-home%2Cgoogle-nest-
mini-nd-gen%2Cgoogle-home-mini-st-gen%2Cgoogle-
home-max%2Cgoogle-nest-audio%2Cgoogle-nest-h-
ub%2Cgoogle-nest-hub-nd-gen%2Cgoogle-nest-hub-max. 

481 In a 2020 survey of 10,197 enterprises carried out by the Viet 
Nam Chamber of Commerce and Industry, 87.2 percent 
responded they had suffered “mostly” or “completely 
negative” impacts from the pandemic. In terms of labor 
redundancy, 35 percent of private companies and 22 
percent of FDI companies reported reducing their workforce. 
Among the former, micro- and small enterprises laid off the 
most workers (36 percent and 35 percent, respectively). 
https://vcci-hcm.org.vn/wp-content/uploads/2021/03/WB-
VCCI_Covid-19-Report_EN-1.pdf. 

482 “Make-in-Vietnam key to making VN a digital powerhouse,” 
Vietnam net Global, January 20, 2022, https://vietnamnet.
vn/en/make-in-vietnam-key-to-making-vn-a-digital-
powerhouse-810060.html. 

483 "Research," VinAI, www.vinai.io/publications. 

484 Cameron A, Pham T H, Atherton J, Nguyen D H,  
Nguyen T P, Tran S T, Nguyen T N, Trinh H Y and  
Hajkowicz S, “Vietnam’s Future Digital Economy Towards 
2030 and 2045,” CSIRO Research, January 12, 2022,  
https://research.csiro.au/aus4innovation/wp-content/
uploads/sites/294/2020/07/18-00566_DATA61_REPORT_
VietnamsFutureDigitalEconomy2040_ENGLISH_
WEB_190528.pdf; Nga Than and Khoa Lam, “Challenges of 
AI Development in Vietnam: Funding, Talent, Ethics,” MAIEI, 
September 21, 2021, https://montrealethics.ai/challenges-of-
ai-development-in-vietnam-funding-talent-and-ethics. 

485 Stakeholder consultation; “Background on LAWS in the 
CCW,” United Nations, www.un.org/disarmament/the-
convention-on-certain-conventional-weapons/background-
on-laws-in-the-ccw. 

486 See, e.g., Will Douglas Heaven, “Predictive Policing 
Algorithms are Racist. They Need to be Dismantled,” MIT 
Technology Review, July 17, 2020, www.technologyreview.
com/2020/07/17/1005396/predictive-policing-algorithms-
racist-dismantled-machine-learning-bias-criminal-justice; 
Odhran James McCarthy, “AI & Global Governance: Turning 
the Tide on Crime with Predictive Policing,” United Nations 
University Center for Policy Research, February 26, 2019, 
https://cpr.unu.edu/publications/articles/ai-global-
governance-turning-the-tide-on-crime-with-predictive-
policing.html. 

487 “Free ‘rice ATM’ for those in deed in Da Nang amid  
Covid-19 crisis,” Da Nang Today, August 19, 2020,  
https://baodanang.vn/english/photo-news/202008/free-
rice-atm-for-those-in-need-in-da-nang-amid-covid-19-
crisis-3663997. 

https://bangkok.unesco.org/content/invitation-apply-funding-youth-led-projects-ai-ethics
https://bangkok.unesco.org/content/invitation-apply-funding-youth-led-projects-ai-ethics
https://bangkok.unesco.org/content/invitation-apply-funding-youth-led-projects-ai-ethics
https://www.nxpo.or.th/th/en/ethics-of-st
https://www.kearney.com/digital/article/?/a/racing-toward-the-future-artificial-intelligence-in-sout
https://www.kearney.com/digital/article/?/a/racing-toward-the-future-artificial-intelligence-in-sout
https://www.kearney.com/digital/article/?/a/racing-toward-the-future-artificial-intelligence-in-sout
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on
https://english.luatvietnam.vn/decision-no-127-qd-ttg-dated-january-26-2021-of-the-prime-minister-on
https://e.vnexpress.net/news/business/industries/make-in-vietnam-campaign-targets-top-30-it-status-3
https://e.vnexpress.net/news/business/industries/make-in-vietnam-campaign-targets-top-30-it-status-3
https://e.vnexpress.net/news/business/industries/make-in-vietnam-campaign-targets-top-30-it-status-3
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh-digital-orientation-81780.html#:~:text=%E2
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh-digital-orientation-81780.html#:~:text=%E2
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh-digital-orientation-81780.html#:~:text=%E2
https://vir.com.vn/make-in-vietnam-by-vietnam-for-a-fresh-digital-orientation-81780.html#:~:text=%E2
https://viettelgroup.ai/en
https://saigoneer.com/saigon-technology/19872-zalo-debuts-first-vietnamese-ai-assistant-named-kiki
https://saigoneer.com/saigon-technology/19872-zalo-debuts-first-vietnamese-ai-assistant-named-kiki
https://saigoneer.com/saigon-technology/19872-zalo-debuts-first-vietnamese-ai-assistant-named-kiki
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://support.google.com/googlenest/answer/7550584?hl=en&co=GENIE.Platform%3DAndroid#zippy=%2Cgoog
https://vcci-hcm.org.vn/wp-content/uploads/2021/03/WB-VCCI_Covid-19-Report_EN-1.pdf
https://vcci-hcm.org.vn/wp-content/uploads/2021/03/WB-VCCI_Covid-19-Report_EN-1.pdf
https://vietnamnet.vn/en/make-in-vietnam-key-to-making-vn-a-digital-powerhouse-810060.html
https://vietnamnet.vn/en/make-in-vietnam-key-to-making-vn-a-digital-powerhouse-810060.html
https://vietnamnet.vn/en/make-in-vietnam-key-to-making-vn-a-digital-powerhouse-810060.html
http://www.vinai.io/publications
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://research.csiro.au/aus4innovation/wp-content/uploads/sites/294/2020/07/18-00566_DATA61_REPORT
https://montrealethics.ai/challenges-of-ai-development-in-vietnam-funding-talent-and-ethics
https://montrealethics.ai/challenges-of-ai-development-in-vietnam-funding-talent-and-ethics
http://www.un.org/disarmament/the-convention-on-certain-conventional-weapons/background-on-laws-in-the-ccw
http://www.un.org/disarmament/the-convention-on-certain-conventional-weapons/background-on-laws-in-the-ccw
http://www.un.org/disarmament/the-convention-on-certain-conventional-weapons/background-on-laws-in-the-ccw
http://www.technologyreview.com/2020/07/17/1005396/predictive-policing-algorithms-racist-dismantled-machine-learning-bias-criminal-justice
http://www.technologyreview.com/2020/07/17/1005396/predictive-policing-algorithms-racist-dismantled-machine-learning-bias-criminal-justice
http://www.technologyreview.com/2020/07/17/1005396/predictive-policing-algorithms-racist-dismantled-machine-learning-bias-criminal-justice
https://cpr.unu.edu/publications/articles/ai-global-governance-turning-the-tide-on-crime-with-predic
https://cpr.unu.edu/publications/articles/ai-global-governance-turning-the-tide-on-crime-with-predic
https://cpr.unu.edu/publications/articles/ai-global-governance-turning-the-tide-on-crime-with-predic
https://baodanang.vn/english/photo-news/202008/free-rice-atm-for-those-in-need-in-da-nang-amid-covid
https://baodanang.vn/english/photo-news/202008/free-rice-atm-for-those-in-need-in-da-nang-amid-covid
https://baodanang.vn/english/photo-news/202008/free-rice-atm-for-those-in-need-in-da-nang-amid-covid


1 7 0 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

488 Josee Ng, “Saigon Man Invents Free Mask ATM to  
Help Residents Protect Themselves from the Coronavirus,” 
The Smart Local Vietnam, August 7, 2020,  
https://thesmartlocal.com/vietnam/face-mask-atm. 

489 “20 Major Indicators of the 2019 Population and Housing 
Census,” General Statistics Office, December 19, 2019,  
www.gso.gov.vn/en/data-and-statistics/2019/12/ 
infographic-20-major-indicators-of-the-2019-population-
and-housing-census. 

490 Nguyen Minh Tru and Doan Thi Nhe, “Impact of Industrial 
Revolution 4.0 on the Labor Market in Vietnam,” Research  
in World Economy 12, no. 1, 2021, 94–100, doi: 10.5430/ 
rwe.v12n1p94. 

491 Francesco Carbonero, Jeremy Davies, Ekkehard Ernst, 
Frank M. Fossen, Daniel Samaan, and Alina Sorgner, 
“The Impact of Artificial Intelligence on the Labour Market 
in Lao People’s Democratic Republic and Viet Nam,” United 
Nations: 1–36, August 9, 2021. ; Judith Mariscal, Gloria Mayne, 
Urvashi Aneja, and Aline Sorgner, “Bridging the Gender 
Digital Gap,” Economics Discussion Papers, no. 2018–60, 
August 28, 2018, Kiel Institute for the World Economy.

492 Stakeholder consultation. 

493 “Only 40% of Vietnamese workers willing to return 
to office: survey,” Tuoi Tre News, December 23, 2021, 
https://tuoitrenews.vn/news/business/20211223/only-
40-of-vietnamese-workers-willing-to-return-to-office-
survey/64875.html. 

494 “Viet Nam’s Voluntary National Review on the 
Implementation of the Sustainable Development Goals,” 
United Nations, June 2018, https://sustainabledevelopment.
un.org/content/documents/19967VNR_of_Viet_Nam.pdf, 
p. 11. For more on Viet Nam’s gender equality profile, see 
“Country Gender Equality Profile Viet Nam 2021,” United 
Nations Entity for Gender Equality and Empowerment of 
Women, 2021, www.ilo.org/wcmsp5/groups/public/---
asia/---ro-bangkok/---ilo-hanoi/documents/publication/
wcms_825083.pdf. 

495 “Progress at a Snail’s Pace: Women in the Boardroom: 
A Global Perspective,” Deloitte Global Boardroom Program, 
2022, www2.deloitte.com/content/dam/Deloitte/global/
Documents/gx-women-in-the-boardroom-seventh- 
edition.pdf. 

496 “Gender Statistics,” The World Bank Data Bank, 
accessed June 1, 2022, https://databank.worldbank.org/
id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_
name=Gender_Indicators_Report&populartype=series. 

497 “A Complex Formula: Girls and Women in Science, 
Technology, Engineering and Mathematics in Asia,” 
UNESCO Bangkok, May 4, 2017, https://bangkok.unesco.
org/content/complex-formula-girls-and-women-science-
technology-engineering-and-mathematics-asia. 

498 “VN Needs More Women Working in STEM: experts,” 
Viet Nam News, November 14, 2017, https://VietNamnews.
vn/society/417457/vn-needs-more-women-working-in-
stem-experts.html. 

499 Stakeholder consultation. 

500 “Selecting Appropriate Artificial Intelligence Development 
Strategy,” Ministry of Information and Communications  
of the Socialist Republic of Vietnam, August 28, 2019,  
https://english.mic.gov.vn/Pages/TinTuc/139578/Selecting-
appropriate-artificial-intelligence-development-strategy.html. 

https://thesmartlocal.com/vietnam/face-mask-atm
https://www.gso.gov.vn/en/data-and-statistics/2019/12/infographic-20-major-indicators-of-the-2019-po
https://www.gso.gov.vn/en/data-and-statistics/2019/12/infographic-20-major-indicators-of-the-2019-po
https://www.gso.gov.vn/en/data-and-statistics/2019/12/infographic-20-major-indicators-of-the-2019-po
https://tuoitrenews.vn/news/business/20211223/only-40-of-vietnamese-workers-willing-to-return-to-off
https://tuoitrenews.vn/news/business/20211223/only-40-of-vietnamese-workers-willing-to-return-to-off
https://tuoitrenews.vn/news/business/20211223/only-40-of-vietnamese-workers-willing-to-return-to-off
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://sustainabledevelopment.un.org/content/documents/19967VNR_of_Viet_Nam.pdf
https://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/---ilo-hanoi/documents/publication/wc
https://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/---ilo-hanoi/documents/publication/wc
https://www.ilo.org/wcmsp5/groups/public/---asia/---ro-bangkok/---ilo-hanoi/documents/publication/wc
https://www2.deloitte.com/content/dam/Deloitte/global/Documents/gx-women-in-the-boardroom-seventh-ed
https://www2.deloitte.com/content/dam/Deloitte/global/Documents/gx-women-in-the-boardroom-seventh-ed
https://www2.deloitte.com/content/dam/Deloitte/global/Documents/gx-women-in-the-boardroom-seventh-ed
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://databank.worldbank.org/id/2ddc971b?Code=SE.TER.GRAD.FE.SI.ZS&report_name=Gender_Indicators_R
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-and-mathematics-asia/
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-and-mathematics-asia/
https://bangkok.unesco.org/content/complex-formula-girls-and-women-science-technology-engineering-and-mathematics-asia/
https://VietNamnews.vn/society/417457/vn-needs-more-women-working-in-stem-experts.html
https://VietNamnews.vn/society/417457/vn-needs-more-women-working-in-stem-experts.html
https://VietNamnews.vn/society/417457/vn-needs-more-women-working-in-stem-experts.html
https://english.mic.gov.vn/Pages/TinTuc/139578/Selecting-appropriate-artificial-intelligence-develop
https://english.mic.gov.vn/Pages/TinTuc/139578/Selecting-appropriate-artificial-intelligence-develop


1 7 1ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

SELECTED BIBLIOGRAPHY
Amrute, Sareeta, and Luis Felipe R. Murillo. “Introduction: 
Computing In/from the South.” Catalyst: Feminism, Theory, 
Technoscience 6, no. 2 (2020). https://doi.org/10.28968/cftt.
v6i2.34594. 

Asia’s AI Agenda. The Ethics of AI. MIT Technology Review 
Insights, July 2019. https://mittrinsights.s3.amazonaws.com/
asiaaiethics.pdf. 

Austero, Mitzi, Pauleen Savage, Alfredo Ferrariz, Lubang 
Binalakshmi, Nepram Pauleen, Gorospe Savage, and Kazuyo 
Tanaka. Artificial Intelligence, Emerging Technology, and Lethal 
Autonomous Weapons Systems: Security, Moral, and Ethical 
Perspectives in Asia. Manila, PH: Nonviolence International Asia, 
2020. www.stopkillerrobots.org/wp-content/uploads/2021/11/
NISEA-AI-Emerging-Tech-and-LAWS-Perspectives-in-Asia.pdf. 

Azizpour, Hossein, Madeline Balaam, Virginia Dignum, Sami 
Domisch, Anna Felländer, Simone D. Langhans, Iolanda Leite, 
Francesco F. Nerini, Max Tegmark, and Ricardo Vinuesa. 
“The Role of Artificial Intelligence in Achieving the Sustainable 
Development Goals.” Nature Communications 11, no. 233, 2020. 
https://doi.org/10.1038/s41467-019-14108-y. 

Bengio, Yoshua, and Raja Chatila. Areas for Future Action in  
the Responsible AI Ecosystem. Boston, MA: The Future Society, 
December 2020. https://thefuturesociety.org/wp-content/
uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-
AI-Ecosystem.pdf. 

Callo-Muller, Maria Vasquez, Liu ‘Crystal’ Jiquan, Divya 
Sangaraju, Shawn Siah, and Andre Wirjo. Assessment of 
Capacity Building Needs to Support WTO Negotiation on 
Trade Related Aspects of E-Commerce. Asia-Pacific Economic 
Cooperation (APEC) Support Policy Unit, December 2020. 
www.apec.org/docs/default-source/Publications/2020/12/
Assessment-of-Capacity-Building-Needs-to-Support-WTO-
Negotiation/TOC/Main-Report.pdf. 

Chapter, Helen Ngo, and Ellie Sakhaee. “Technical AI Ethics.” 
In Artificial Intelligence Report 2022. Stanford, CA: Stanford 
University Human-Centered Artificial Intelligence. Accessed 
June 6, 2022. https://aiindex.stanford.edu/wp-content/
uploads/2022/03/2022-AI-Index-Report_Chapter-3.pdf. 

Chua, Soon Ghee, and Nikoklai Dobberstein. “Racing toward 
the Future: Artificial Intelligence in Southeast Asia.” Kearney. 
A.T. Kearney. Accessed May 19, 2022. www.kearney.com/
digital/article/-/insights/racing-toward-the-future-artificial-
intelligence-in-southeast-asia.

A Compilation of Materials Apparently Reflective of States’ Views 
on International Legal Issues Pertaining to the Use of Algorithmic 
and Data-Reliant Socio-Technical Systems in Armed Conflict, 
edited by Lewis Dustin. Cambridge, MA: Harvard Law School 
Program on International Law, 2020. Accessed June 6, 2022. 
https://nrs.harvard.edu/URN-3:HUL.INSTREPOS:37367710. 

Digital Senior Officials’ Meeting (ADGSOM). ASEAN Data 
Management Framework: Data Governance and Protection 
throughout the Data Lifecycle. ASEAN, 2021. https://asean.org/
wp-content/uploads/2-ASEAN-Data-Management-Framework_
Final.pdf. 

Gong, Rachel, and Tong Amos. “Digitalisation of 
Firms: Challenges in the Digital Economy.” Khazanah 
Research Institute, October 5, 2020. www.krinstitute.org/
assets/contentMS/img/template/editor/20201005%20
Digitalisation%20Challenges%20v3.pdf. 

Gurumurthy, Anita and Nandini Chami. “Governing the Resource 
of Data: To What End and for Whom? Conceptual Building 
Blocks of a Semi-Commons Approach,” working paper 23. Data 
Governance Network, 2021. https://datagovernance.org/files/
research/1640766203.pdf. 

Hsu, Yen-Chia, Ting-Hao ‘Kenneth’ Huang, Himanshu 
Verma, Andrea Mauri, Illah Nourbakhsh, and Alessandro 
Bozzon. “Empowering Local Communities Using Artificial 
Intelligence,” Patterns 3, no. 3, 2022. https://doi.org/10.1016/j.
patter.2022.100449. 

Huawei Technologies (Malaysia), and SME Corp. Accelerating 
Malaysian Digital SMEs: Escaping the Computerisation 
Trap. Accessed May 19, 2022. www.huawei.com/minisite/
accelerating-malaysia-digital-smes/img/sme-corp- 
malaysia-huawei.pdf. 

Jobin, Anna, Marcello Ienca, and Effy Vayena. 2019. “The Global 
Landscape of AI Ethics Guidelines.” Nature Machine Intelligence 
1, no. 9, September 2019, 389–99. https://doi.org/10.1038/
s42256-019-0088-2. 

https://doi.org/10.28968/cftt.v6i2.34594
https://doi.org/10.28968/cftt.v6i2.34594
https://mittrinsights.s3.amazonaws.com/asiaaiethics.pdf
https://mittrinsights.s3.amazonaws.com/asiaaiethics.pdf
http://www.stopkillerrobots.org/wp-content/uploads/2021/11/NISEA-AI-Emerging-Tech-and-LAWS-Perspectives-in-Asia.pdf
http://www.stopkillerrobots.org/wp-content/uploads/2021/11/NISEA-AI-Emerging-Tech-and-LAWS-Perspectives-in-Asia.pdf
https://doi.org/10.1038/s41467-019-14108-y
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
https://thefuturesociety.org/wp-content/uploads/2021/02/Areas-for-Future-Action-in-the-Responsible-AI-Ecosystem.pdf
http://www.apec.org/docs/default-source/Publications/2020/12/Assessment-of-Capacity-Building-Needs-to-Support-WTO-Negotiation/TOC/Main-Report.pdf
http://www.apec.org/docs/default-source/Publications/2020/12/Assessment-of-Capacity-Building-Needs-to-Support-WTO-Negotiation/TOC/Main-Report.pdf
http://www.apec.org/docs/default-source/Publications/2020/12/Assessment-of-Capacity-Building-Needs-to-Support-WTO-Negotiation/TOC/Main-Report.pdf
https://aiindex.stanford.edu/wp-content/uploads/2022/03/2022-AI-Index-Report_Chapter-3.pdf
https://aiindex.stanford.edu/wp-content/uploads/2022/03/2022-AI-Index-Report_Chapter-3.pdf
http://www.kearney.com/digital/article/-/insights/racing-toward-the-future-artificial-intelligence-in-south
http://www.kearney.com/digital/article/-/insights/racing-toward-the-future-artificial-intelligence-in-south
http://www.kearney.com/digital/article/-/insights/racing-toward-the-future-artificial-intelligence-in-south
https://nrs.harvard.edu/URN-3:HUL.INSTREPOS:37367710
https://asean.org/wp-content/uploads/2-ASEAN-Data-Management-Framework_Final.pdf
https://asean.org/wp-content/uploads/2-ASEAN-Data-Management-Framework_Final.pdf
https://asean.org/wp-content/uploads/2-ASEAN-Data-Management-Framework_Final.pdf
http://www.krinstitute.org/assets/contentMS/img/template/editor/20201005%20Digitalisation%20Challenges%20v3.pdf
http://www.krinstitute.org/assets/contentMS/img/template/editor/20201005%20Digitalisation%20Challenges%20v3.pdf
http://www.krinstitute.org/assets/contentMS/img/template/editor/20201005%20Digitalisation%20Challenges%20v3.pdf
https://datagovernance.org/files/research/1640766203.pdf
https://datagovernance.org/files/research/1640766203.pdf
https://doi.org/10.1016/j.patter.2022.100449
https://doi.org/10.1016/j.patter.2022.100449
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://www.huawei.com/minisite/accelerating-malaysia-digital-smes/img/sme-corp-malaysia-huawei.pdf
https://doi.org/10.1038/s42256-019-0088-2
https://doi.org/10.1038/s42256-019-0088-2


1 7 2 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

Juan Francisco Salazar. “Buen Vivir: South America’s Rethinking  
of the Future We Want.” The Conversation. July 24, 2015.  
https://theconversation.com/buen-vivir-south-americas- 
rethinking-of-the-future-we-want-44507. 

McCoubrey, Sarah. Emerging Technologies and Judicial Integrity  
in ASEAN. Bangkok, TH: Judicial Integrity Network in ASEAN, 
2021. www.undp.org/library/emerging-technologies-and-
judicial-integrity-asean. 

Nguyễn, Việt Lâm. “Tác động của trí tuệ nhân tạo trong quan 
hệ quốc tế” [The Impact of Artificial Intelligence in International 
Relations]. Tạp chí Cộng sản [The Communist Journal], no. 962 
March 2021. pp. 104–111. 

Pazzanese, Christina. “Great Promise but Potential  
for Peril.” The Harvard Gazette, October 26, 2020.  
https://news.harvard.edu/gazette/story/2020/10/ethical-
concerns-mount-as-ai-takes-bigger-decision-making-role. 

Prime Minister’s Department (Malaysia), Economic Planning 
Unit. Malaysia Digital Economy Blueprint. February 19, 2021. 
www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-
economy-blueprint.pdf. 

Prime Minister’s Department (Malaysia), National Security 
Council. Malaysia Cyber Security Strategy 2020–2024. 
October 12, 2020. https://asset.mkn.gov.my/wp-content/
uploads/2020/10/MalaysiaCyberSecurityStrategy2020-2024.pdf. 

Satish, Rohit, and Preeti Syal. Approach Document for India: 
Part 2 – Operationalizing Principles for Responsible AI. NITI 
Aayog, August 2021. www.niti.gov.in/sites/default/files/2021-08/
Part2-Responsible-AI-12082021.pdf. 

Tan, Jun-E. Governance of Artificial Intelligence (AI)  
in Southeast Asia. EngageMedia, December 2021.  
https://jun-etan.com/documents/Engage_Report-Governance-
of-Artificial-Intelligence-AI-in-Southeast-Asia_121021.pdf. 

United Nation Development Group. Data Privacy, Ethics  
and Protection Guidance Note on Big Data for Achievement  
of the 2030 Agenda. United Nations, New York, 2017.  
https://unsdg.un.org/resources/data-privacy-ethics-and-
protection-guidance-note-big-data-achievement-2030-agenda. 

United Nations Conference on Trade and Development. 
Data Protection Regulations and International Data Flows: 
Implications for Trade and Development. United Nations 
New York, 2016. https://unctad.org/system/files/official-
document/dtlstict2016d1_en.pdf. 

Vasdev, Samhir. How to Embrace Creative Arts to Amplify  
Data Use. Data Collaboratives for Local Impact (DCLI). 2020.  
https://dcli.co/wp-content/uploads/2020/03/How-to-embrace-
creative-arts-to-amplify-data-use.pdf. 

Viet Nam Chamber of Commerce and Industry, and World 
Bank. The Impact of the Covid-19 Pandemic on Businesses 
in Viet Nam. March 2021. https://vcci-hcm.org.vn/wp-content/
uploads/2021/03/WB-VCCI_Covid-19-Report_EN-1.pdf. 

Viet Nam Ministry of Industry and Trade. CPTPP: Viet Nam’s 
Commitments in Some Key Areas. Accessed May 19, 2022.  
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-
88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20
Nam%E2%80%99s%20commitments%20in%20some%20
key%20areas%20-%20EN%20.pdf. 

World Bank. Malaysia’s Digital Economy: A New Driver 
of Development. Washington, DC: World Bank Group, 
2018. https://openknowledge.worldbank.org/bitstream/
handle/10986/30383/129777.pdf. 

“Working Group Recommendations for a Less Fragmented 
AI Policy Landscape.” Initiate. Frontiers of Tech Governance 
Initiative. Accessed June 6, 2022. https://digitalrights.ai/report/
working-group-recommendations-for-a-less-fragmented-ai-
policy-landscape.

https://theconversation.com/buen-vivir-south-americas- rethinking-of-the-future-we-want-44507
https://theconversation.com/buen-vivir-south-americas- rethinking-of-the-future-we-want-44507
http://www.undp.org/library/emerging-technologies-and-judicial-integrity-asean
http://www.undp.org/library/emerging-technologies-and-judicial-integrity-asean
https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-ma
https://news.harvard.edu/gazette/story/2020/10/ethical-concerns-mount-as-ai-takes-bigger-decision-ma
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://www.epu.gov.my/sites/default/files/2021-02/malaysia-digital-economy-blueprint.pdf
https://asset.mkn.gov.my/wp-content/uploads/2020/10/MalaysiaCyberSecurityStrategy2020-2024.pdf
https://asset.mkn.gov.my/wp-content/uploads/2020/10/MalaysiaCyberSecurityStrategy2020-2024.pdf
https://www.niti.gov.in/sites/default/files/2021-08/Part2-Responsible-AI-12082021.pdf
https://www.niti.gov.in/sites/default/files/2021-08/Part2-Responsible-AI-12082021.pdf
https://jun-etan.com/documents/Engage_Report-Governance-of-Artificial-Intelligence-AI-in-Southeast-Asia_121021.pdf
https://jun-etan.com/documents/Engage_Report-Governance-of-Artificial-Intelligence-AI-in-Southeast-Asia_121021.pdf
https://unsdg.un.org/resources/data-privacy-ethics-and-protection-guidance-note-big-data-achievement-2030-agenda
https://unsdg.un.org/resources/data-privacy-ethics-and-protection-guidance-note-big-data-achievement-2030-agenda
https://unctad.org/system/files/official-document/dtlstict2016d1_en.pdf
https://unctad.org/system/files/official-document/dtlstict2016d1_en.pdf
https://dcli.co/wp-content/uploads/2020/03/How-to-embrace-creative-arts-to-amplify-data-use.pdf
https://dcli.co/wp-content/uploads/2020/03/How-to-embrace-creative-arts-to-amplify-data-use.pdf
https://vcci-hcm.org.vn/wp-content/uploads/2021/03/WB-VCCI_Covid-19-Report_EN-1.pdf
https://vcci-hcm.org.vn/wp-content/uploads/2021/03/WB-VCCI_Covid-19-Report_EN-1.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
http://cptpp.moit.gov.vn/data/e0593b3b-82bf-4956-9721-88e51bd099e6/userfiles/files/2_%20CPTPP%20Viet%20Nam%E2%80%99s%20commitments%20in%20some%20key%20areas%20-%20EN%20.pdf
https://openknowledge.worldbank.org/bitstream/handle/10986/30383/129777.pdf
https://openknowledge.worldbank.org/bitstream/handle/10986/30383/129777.pdf
https://digitalrights.ai/report/working-group-recommendations-for-a-less-fragmented-ai-policy-landsc
https://digitalrights.ai/report/working-group-recommendations-for-a-less-fragmented-ai-policy-landsc
https://digitalrights.ai/report/working-group-recommendations-for-a-less-fragmented-ai-policy-landsc


1 7 3ASIA SOCIETY POLICY INSTITUTE RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA

designbysoapbox.com



1 74 RAISING STANDARDS: DATA AND ARTIFICIAL INTELLIGENCE IN SOUTHE AST ASIA ASIA SOCIETY POLICY INSTITUTE

Responding to Trade Coercion: 
A Growing Threat to the Global 
Trading System

Catalyzing India’s  
Climate Ambition

The Avoidable War:  
The Decade of Living 
Dangerously: Navigating the 
Shoals of U.S.-China Relations

American Voter Attitudes to  
U.S.-China Climate Cooperation

ASPI Notes for the Biden 
Administration

Nature and Nurture: How  
the Biden Administration  
Can Advance Ties with India

The New Geopolitics of China’s 
Climate Leadership

U.S. and China Climate Goals: 
Scenarios for 2030 and  
Mid-Century

Between War and Peace:  
A Roadmap for U.S. Policy 
Toward Iran

Reengaging the Asia-Pacific on 
Trade: A TPP Roadmap for the 
Next U.S. Administration

Weaponizing the Belt and  
Road Initiative

China’s Response to Climate 
Change: A Study in Contrasts 
and a Policy at a Crossroads

Curbing State-Driven  
Trade Policies

Climate Diplomacy under  
a New U.S. Administration

The Avoidable War: The Case for 
Managed Strategic Competition

Navigating the Belt and  
Road Initiative

Trade in Trouble: How the  
Asia Pacific Can Step Up  
and Lead Reforms

Future Scenarios: What  
To Expect From a Nuclear  
North Korea

Strength in Numbers: 
Collaborative Approaches  
to Addressing Concerns  
with China’s State-led  
Economic Model

Advancing the U.S.-Korea 
Economic Agenda

Reconciling Expectations 
with Reality in a Transitioning 
Myanmar

Business Sector Action  
to Drive Carbon Market 
Cooperation in Northeast Asia

Shifting Trade Winds: U.S. 
Bilateralism & Asia-Pacific 
Economic Integration

Northeast Asia and the Next 
Generation of Carbon Market 
Cooperation

Preserving the Long Peace  
in Asia

The Trump Administration’s  
India Opportunity

Charting a Course for Trade  
and Economic Integration  
in the Asia-Pacific

Advice for the 45th U.S. 
President: Opinions from  
Across the Pacific

Roadmap to a Northeast Asian 
Carbon Market

India’s Future in Asia:  
The APEC Opportunity

Avoiding the Blind Alley: China’s 
Economic Overhaul and Its 
Global Implications

OTHER ASIA SOCIETY POLICY INSTITUTE REPORTS

For more content related to this report, visit: AsiaSociety.org Navigating Shared Futures


